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Recently, it has been a great challenge to acquire an in-depth knowledge in regards to the inner workings and interactions between the immune system and environmental factors along with their impact on human health.

Environmental factors like growing pollution, changes in lifestyle habits, dietary components, as well as various microorganisms are interfering with components of our immune system driving a normal immune response to hyper- or hypo-reactivity.

When the immune system becomes hyper-reactive it targets one’s own healthy cells leading to the destruction of tissues in the body, a process which is known as the onset of autoimmune disease. The common target organs include the thyroid, adrenal, stomach, liver, pancreas, kidneys, skin, joints, muscles and the nervous system. The organ specific autoantibodies often occur together with non-organ specific antibodies such as anti-DNA and anti-nucleoproteins in Systemic Lupus Erythematosus (SLE).

Autoimmune disorders are known to affect a substantial number of people worldwide, demonstrating a gender bias and it is the second largest cause of chronic illness. They represent the fifth leading cause of death among women in age groups up to 60.

The main feature of the human immune system is the fine discrimination between self components from foreign antigens. Immunological tolerance is a state of unresponsiveness induced by prior exposure to a particular antigen, mostly self antigens. Thus, the body must establish self-tolerance mechanisms in order to avoid reactivity towards self components.

One theory explains that breaking of self-tolerance is when some microorganisms (such as bacteria or viruses) or xenobiotics trigger the changes in immune regulation which results in autoimmune disorders. Recognition of the molecular pattern of a pathogen, which is distinguishable from the host molecules is important for protective immune response and when mistaken, could often lead to autoimmunity. This process strongly depends on the individual genetics background in a person. Certain individuals are genetically susceptible to developing autoimmune diseases. There are a number of genes that may plausibly be involved in the development of autoimmunity. It is known that genetics predisposition is associated with three main sets of genes, including immunoglobulins, T-cell receptors and major histocompatibility complex (MHC), but are not restricted to them. The development of autoimmunity is also strongly influenced by inherited disease-associated single nucleotide polymorphisms rather than deletion or rearrangements. Cytokine, cytokine receptors and TLR-associated genes have recently attracted great interest as candidate genes for autoimmune diseases. Over the past decade there has been great interest in testing candidate gene polymorphisms for evidence of their association with various autoimmune diseases. The ge-
netic hallmarks of autoimmunity are undoubted, however particular genes and triggering intracellular signaling pathway remains elusive. Genes of cytokine and immune cell receptors regulating function of immune system are expressed under control of intracellular signaling pathway such as TLR signaling pathway, Fc receptors, receptors and ligands of immunological synapses, vitamin D receptors and other immune related genes.

Two opposite hypothesis are currently under investigation. One of them (hygiene hypothesis) discusses whether the reduced exposure to certain infections, as a result of improved hygiene and living conditions, may be responsible for the increased incidence in autoimmune conditions. The other hypothesis is that autoimmune diseases might be a consequence of post-infections conditions. Despite this contradiction, infection agents and their antigens obviously play a pivotal role in the development of autoimmunity through interaction with the immune system. Arguments that support the role of infection in specific autoimmune diseases come from clinical, epidemiological and laboratory studies. New data demonstrates that the gut flora compositions can also influence the development of autoimmune diseases. For example, the use of probiotics containing lactobacilli decreases the incidence of diabetes in NOD mice. At the same time, a range of differing factors such as dietary supplements, hormones, alcohol consumption, vitamins and drugs, cigarette smoking, etc. implicated in autoimmune disease onset. Dietary antigens also stimulate antigen receptors and aberrant immune response can progress to autoimmunity.

According to the afore discussed, it seems obvious that neither genetic predisposition nor environmental factors alone are sufficient to cause the disease. The triggering factors and intracellular signaling pathway crosstalk are currently under extensive investigation with high hopes for revealing the autoimmunity clue.

In conclusion, autoimmune diseases develop in genetically predisposed organisms as a result of a specific triggering agent (infectious or noninfectious), causing dysfunction in the immune system activity with subsequently developed abnormal autoimmune mechanism affecting its own cells and tissues of the organism.

This book attempts to seize the new opportunities for moving research forward, leading to a new approach for the prevention and treatment of autoimmune diseases. The first section of this book is focused on genes, gene expression and signaling pathways involved in autoimmune pathogenesis. The second one attempts to present current data for interaction of microbiota with human immune system, which are implicated in the development of autoimmune disease.

We hope the book will be useful for anyone wanting to expand their knowledge of the occurrence and mechanisms of autoimmunity.

Dr Spaska Angelova Stanilova, PhD, Dsc
Professor of Molecular Biology and Immunology
Head of Department of Molecular Biology, Immunology and Medical Genetics
Faculty of Medicine, Trakia University
Bulgaria
Genes and Intracellular Signaling
1. Introduction

Graves’ disease (GD) is an autoimmune thyroid disorder (AITD) with aberrant antibody production resulting in hyperthyroidism [1]. It is characterized by T cell and B cell reactivity to the thyrotropin (thyroid stimulating hormone; TSH) receptor (TSHR) located on the endothelial surface of thyroid follicular cells, and the presence of abundant serum antibodies against TSHR (TRAb) is used as a specific marker of GD. Follicular hyperplasia, intracellular colloid droplets, cell thinning and patchy T cell-predominant lymphocytic infiltrations can be observed in thyroid gland histology of GD patients. GD is considered primarily a T helper-2 (Th2) autoimmune disease, as TRAb stimulates TSHR as an agonist, resulting in the excessive production of thyroid hormones. The pathogenesis of GD has been studied for decades and several risk factors have been identified. Similar to other autoimmune diseases, GD is believed to develop because of a combination of genetic susceptibility and environmental triggers. Often there is a familial history of disease and it is prevalent in women [2]. These facts support a role for genetic susceptibility in the pathogenesis of GD. Environmental factors are also considered important for the susceptibility and onset of disease. Infections have been predicted to have a pivotal role in triggering autoimmune reactions and the breakdown of tolerance leading to GD, although evidence is scarce. Often, patients with GD frequently have a history of some type of psychological and/or physiological stress [3]. Recently, epigenetic factors have also been demonstrated to be involved in autoimmune pathogenesis [4]. Classical GD was described as a syndrome consisting of tachycardia, goiter and orbitopathy, called “Merseburg triad”. Most GD patients develop tachycardia and goiter; however, GD patients with orbitopathy, named Graves’ ophthalmopathy (GO), occur in up to 60% of all GD patients [5]. In particular, GO worsens the patients quality of life because of its intractable symptoms, including diplopia, proptosis, chemosis and retro-orbital pain. With severe GO patients may risk visual loss. Moreover, GO is also experienced in patients with Hashimoto’s thyroiditis (HT) across ethnic backgrounds [6, 7]. HT is another common AITD, which is thought to
develop from a combination of genetic susceptibility and environmental factors. Many studies have investigated the genetic predisposition of HT, and suggest that GO patients may have partially different genetic backgrounds from GD patients and HT patients without GO.

In this review, we describe the pathogenesis and genetic predisposition of GD and HT first, followed by illustrating those of GO. Finally, we discuss the upcoming problems in future research.

2. The pathogenesis of Graves’ disease

As described above, GD is considered a Th2 autoimmune disease. Generating TRAb is the essential for development of the disease, as TRAb signals through TSHR as an agonist, resulting in the overproduction of T4 that induces symptoms such as tachycardia, sweating and body weight loss (thyrotoxicosis) [8]. However, how TRAb is induced remains unknown.

GD is thought to have genetic predisposition. In 1967, Hall et al. published on the frequent familial occurrence of AITD, illustrating that a third of siblings of GD patients developed AITD and over half of asymptomatic children had thyroid antibodies in their blood [9]. Similar observations have been made for decades. Twin studies on GD have also provided persuasive evidence for a role of genetic susceptibility. Monozygotic (MZ) twins with completely identical genes would be expected to have full concordance in a monogenic disease. For diseases with more complex inheritance patterns, the concordance rate in MZ twins would be reduced, although still higher than for dizygotic (DZ) twins. Brix et al. conducted a twin cohort study and determined that the probandwise concordance rates of MZ pairs were much higher than for DZ pairs [10] and estimated that 79% of predisposition to the development of GD arose from genetic factors [11]. These results of family and twin studies demonstrated that GD had genetic predisposition(s) that were not due to a single gene, but rather to multiple interactions among genes [12]. Such genetic factors increase the susceptibility to GD and the development of GD may be triggered by individual environmental factors such as infection, iodine intake, psychological and/or physiological stress, smoking or pollution [13]. Iodine can induce thyroid autoimmunity by increasing the immunogenicity of thyroglobulin and/or releasing free oxygen radicals, resulting in immune attack against thyroid tissue [14]. Establishment of autoimmunity against the thyroid gland is mediated by dendritic cells (DCs), macrophages and/or B lymphocytes that present the antigen(s) to T lymphocytes through an immunological synapse. Furthermore, thyroid follicular cells can also present antigen by expressing major histocompatibility complex (MHC) class I and II molecules. Thus, autoimmune reactions against TSHR are established under such circumstances with the appropriate cytokine conditions. Once the stimulating anti-TSHR antibodies are produced, they continue to provide impetus to the thyroid follicular cells via TSHR to produce thyroid hormone uncontrollably. As will be discussed, many studies have been conducted in the development of GD over the last few decades, identifying numerous genes, of which some have proven to be significant genetic factors in GD pathogenesis. In the next section, we describe these susceptibility loci.
3. Genetic susceptibility to Graves’ disease

The establishment and development of immunological reactions specific to TSHR are hallmarks of GD. Therefore, GD susceptibility genes are likely to be involved in immune reactions, immunological regulation and thyroid specific proteins. The main methodological approaches for identification of susceptibility loci are based on linkage or association analysis, detecting single-nucleotide polymorphisms (SNPs). The majority of loci involved in the development of GD that have been identified confer only a low risk for disease, except one or two loci (odds ratio: ~1.2–1.5), suggesting gene-gene interactions among genes involved in GD and/or subset effects of GD should be further investigated. Recently, because of advances in high throughput genotyping technologies, it has become possible to conduct genome wide association studies (GWAS). However, only a few GWAS for GD have been conducted to date and published new findings from these are scarce. Currently, several groups are conducting GWAS studies for GD from various points of view.

Next, we will discuss the susceptibility loci for GD according to its pathogenesis, such as genes involved in immune reactions, immunological regulation and thyroid specific proteins.

3.1. Immunological synapse genes

The immunological synapse is the interface between T lymphocytes and antigen-presenting cells (APC) that is formed during peripheral T lymphocyte activation. It consists of a peptide antigen bound between human leukocyte antigen (HLA) class II molecules and the T-cell receptor (TCR), costimulatory molecules including cytotoxic T-lymphocyte-associated protein 4 (CTLA-4), B7 (CD80 and CD86), CD40 and other molecules [15]. Variations of molecules in the immunological synapse have been elucidated as genetic risk factors for GD. The MHC region, encoding the HLA glycoproteins, is a highly polymorphic genetic region [2]. HLA molecules play pivotal roles in the function of the immune system, binding fragments of antigens in the form of peptides and presenting them to T lymphocytes. HLA molecules are divided into HLA class I (HLA-A, B, C) and class II (HLA-DR, DQ, DP). HLA class I molecules interact with CD8\(^{+}\) T lymphocytes which have cytotoxic effector functions. As host tissues are surveyed by CD8\(^{+}\) T lymphocytes, HLA class I molecules are widely expressed throughout the body, including the thyroid follicular cells. HLA class II molecules, permanently expressed on the surface of cells involved in antigen presentation, present antigens to CD4\(^{+}\) T lymphocytes, which initiate and regulate specific immune responses. Therefore, binding of an antigen fragment to HLA class II is an integrant of the development of immune responses. Apart from peripheral immunologic reactions, HLA molecules are necessary for ontogenesis of the immune system since they participate in the maturation and selection of lymphocytes in the thymus [15]. HLA genes and molecules display polymorphisms to ensure immunological diverseness. Such polymorphisms are particularly extensive in regions, known as pockets, which directly bind peptide residues and have extremely important functional significance because different HLA variants bind a distinctly different repertoire of peptides.
3.1.1. HLA class I

From the early reports of Farid et al. [16] and Grumet et al. [17], HLA class I antigens are thought to be primarily involved in the pathogenesis of GD. HLA-C*07 in particular was suggested to associate with GD susceptibility [18]. Simmonds et al. tested other loci and concluded that HLA-C and to a lesser extent HLA-B, were primarily associated with GD. However, the observed associations to HLA class I alleles could not be attributed to linkage disequilibrium (LD) within this haplotype. To date, many studies have evaluated other HLA class I alleles [19], and some demonstrated significant association to GD susceptibility. While the association between GD and HLA class I antigens has been evaluated, how they are involved in the pathology of GD is unclear. As cytotoxic pathogenesis is thought to be involved during the early stages of GD, they may alter immunological responses.

3.1.2. HLA class II

HLA-DR3 was the first candidate gene to be associated with AITD in Caucasians [20]. It has been identified as a major susceptibility gene for GD, although this is not the case for all ethnic populations. This association was originally demonstrated in a mixed Brazilian population, but the association was not observed in a Japanese population [19]. HLA-DR3 is also associated with the presence of GO and disease course of GD [2]. In other ethnic groups, different alleles were shown to associate with GD [19]. Recent studies on the variants of HLA class II antigens, especially HLA-DR3, focused on the binding pocket that interacts directly with antigenic peptides. Specifically, these studies concluded that the substitution of the neutral amino acids Ala or Gln for positively charged Arg at position 74 of the DR beta 1 chain (DRb1–Arg74) resulted in a structural change in the HLA-DR peptide binding pocket that conferred an increased risk for the development of GD [21]. Conversely, glutamine at this peptide binding pocket position was proven protective against GD. This change of amino acid at the pocket of the peptide binding cleft alters its three-dimensional structure that likely allows pathogenic peptides to bind to the HLA molecule so that subsequently auto-reactive T cells recognize the antigenic peptide and induce an autoimmune response.

3.1.3. CTLA-4

CTLA-4 is a major negative regulator of T cell activation [22]. While APCs activate T cells by interactions between HLA antigen and the TCR, CTLA-4 acts as an accessory molecule to the TCR and suppresses T cell activation to control normal T cell responses. Therefore, it is postulated that CTLA-4 polymorphisms reduce their own expression and/or function, resulting in increased predisposition to autoimmunity. Indeed, CTLA-4 polymorphisms have been identified in various autoimmune conditions [23] including both GD [24] and HT [19], across ethnic and geographic groups. CTLA-4 loci are shown to regulate T cell activation in a complicated manner. Vieland et al. recently showed CTLA-4 played a role in the susceptibility to high levels of thyroid specific antibodies (TAb), and clinical AITD when interacting with other loci [25]. They also demonstrated that both the G allele and the A allele of the A/G49 SNP of CTLA-4 might predispose to AITD when interacting with different loci. At present, three main variants of CTLA-4 have been evaluated: an AT-repeat microsatellite at the 3’UTR of the
CTLA-4 gene; an A/G SNP at position 49 in the signal peptide resulting in an alanine/threonine substitution (A/G49); and an A/G SNP located downstream and outside of the 30UTR of the CTLA-4 gene (designated CT60) [19]. To identify which is the causative variant for AITD including GD, many functional studies are currently being conducted.

3.1.4. CD40

CD40 expressed primarily on B cells and other APCs, plays a crucial role in B cell activation and antibody secretion as a co-stimulatory molecule [26]. It is associated with GD as a positional candidate on the basis of a genome-wide linkage study [27, 28]. Further sequencing studies of the CD40 gene have shown a C/T SNP in the CD40 gene, likely to be the causative variant in Caucasian, Korean and Japanese populations [19]. The CC genotype of this SNP was demonstrated to associate with development of GD in many ethnic populations [29]. The CC genotype, located in the Kozak sequence of CD40, can alter CD40 translation and expression [28]. The C-allele of the SNP was shown to increase the translation of CD40 mRNA transcripts by 20–30% compared to the T-allele [28, 30]. CD40 is expressed on B cells [26] and on thyroid follicular cells [31], and so the C-allele-induced increase in CD40 expression on B cells and/or thyrocytes may predispose to the disease. Increased expression of CD40 on B cells may result in the enhanced production of anti-TSHR-stimulating antibodies, whereas increased expression of CD40 on thyrocytes can trigger an autoimmune response to the thyroid.

3.1.5. The protein tyrosine phosphatase-22 (PTPN-22) gene

Lymphoid tyrosine phosphatase, encoded by the protein tyrosine phosphatase-22 (PTPN22) gene, is shown to be a negative regulator of T cell activation [32]. The PTPN22 gene is associated with AITD, including both GD and HT. Differences in the ethnic contribution of the PTPN22 SNP have also been identified [19, 33]. PTPN22 is involved in limiting the adaptive immune response to antigen by dephosphorylating and inactivating TCR-associated kinases and their substrates. The best documented association of PTPN22 variants to autoimmune disorders including GD is rs2476601 (C1858T). This C1858T SNP, encoding an Arg to Trp substitution at residue 620 (R620W), is located in the P1 proline-rich motif of PTPN22, which binds with high affinity to the Src homology 3 (SH3) domain of Csk [34]. This disease-associated variant is a gain-of-function variant, resulting in suppression of TCR signaling more efficiently than wild type protein. In vitro experiments have shown hyper-responsiveness of T cells expressing the W620 allele, indicating that carriers of this allele may be prone to autoimmunity [35]. While many experiments have been conducted to evaluate the immunological pathway of PTPN-22 polymorphisms, they are still controversial. Many complicated immunological pathways concerning T cell activation are expected to be involved. Further studies are required to elucidate the role of PTPN-22 polymorphisms in susceptibility to disease.

3.2. T cell regulation

Natural regulatory T (Treg) cells are an important subset of T cells that regulate T cell activation [36]. They play a pivotal role in peripheral tolerance to self-antigens. In murine studies, up-regulation of Treg cells suppressed experimental autoimmune thyroiditis [37], while depletion
of Tregs increased their susceptibility to experimental GD [38]. Treg cells are characterized by constitutively expressing CD25, CTLA-4, and glucocorticoid-induced tumor necrosis factor receptor. Their development is regulated by a master gene, FOXP3 [36]. Interestingly, both FOXP3 and CD25 are associated with AITD [19, 39].

3.2.1. FOXP3

Ban Y. et al. tested the FOXP3 gene in two cohorts of AITD patients, including U.S. Caucasians and Japanese. They demonstrated an association of a microsatellite in the FOXP3 gene with AITD in Caucasians but not in the Japanese, suggesting ethnic differences in disease susceptibility [39]. The estimated pathogenesis of the FOXP3 variant is thought to mediate pathogenesis by weakening suppression of autoimmune effector T cell activity.

3.2.2. CD25

Treg cells are characterized by the constitutive expression of high levels of CD25, the alpha chain of the IL-2 receptor [36]. Similar to FOXP3, recent studies have found an association between the CD25 gene and GD [19]. While the variant of CD25 is thought to alter the suppressive effects on self-reactive T cells, the detailed mechanisms are still unclear.

3.3. Thyroid specific genes

As GD is a thyroid specific autoimmune disease, it is highly likely that polymorphisms of genes coding for thyroid-specific proteins affect the susceptibility to GD, similar to other AITD such as HT.

3.3.1. Thyroglobulin

Thyroglobulin (Tg) is a main target of the immune response in AITD [40]. A whole-genome linkage study identified the Tg gene as a major AITD susceptibility gene [41]. Moreover, several groups also have reported similar findings for Tg gene predisposition to AITD in Caucasian, Japanese and Taiwanese populations [19]. Tg variants may predispose to GD by altering Tg degeneration in endosomes with slight changes in amino-acid sequences. This may result in the production of a pathogenic Tg peptide repertoire that interacts with HLA-DRb-Arg74 and leads to a high prevalence of GD [42]. Recently, a newly identified TG promoter SNP (-1623A/G) was found to associate with AITD in another pathway [43]. The disease-associated G allele in -1623A/G SNP confers increased promoter activity through the binding of the interferon regulatory factor-1 (IRF-1), a major interferon-induced transcription factor. Murine studies indicated that IRF-1 was associated with AITD [44]. These results suggest that variants of Tg itself possibly alter the reactivity of cytokines through IRF-1.

3.3.2. TSH receptor

Regarding the pathology of GD, it is not surprising that TSHR gene variants predispose to GD. Indeed, TSHR was the first gene after HLA to be tested for association with GD. Early studies tested three non-synonymous SNPs in the TSHR gene for association with GD, D36H and P52T
that are located in the extracellular domain and D727E which is present in the intracellular domain [19]. However, conflicting results on the association of SNPs in the TSHR gene to GD were reported. This encouraged increasing research for susceptibility loci to non-coding sequences within the TSHR gene. Japanese large scale analyses of SNPs showed evidence for three haplotypes within TSHR intron 7 that were strongly associated with GD. In contrast, a Caucasian study showed evidence for a SNP (rs2268458) located in intron 1 associated with GD. Moreover, Brand et al. investigated a combined panel of 98 SNPs in intron 1 of TSHR [45], showing 2 SNPs associated with GD. Functional analyses suggested that SNPs in the intron region could be associated with reduced expression of full length TSHR mRNA and in turn lead to increased shedding of the A-subunit of the TSHR receptor, which is an important molecule for the induction of autoantibodies against TSHR [46]. Recently, a non-synonymous SNP in the distal part of the gene, rs3783941, was indicated to be associated with GD in a large GWAS study of non-synonymous variants among 4500 subjects [47]. However, this might represent a false positive because this association was not replicated. However, there remains the possibility that the lack of replication was due to insufficient power.

3.4. Other genes

Many other genes, apart from the three categories described above, have been associated with the development of GD. Fc receptor-like 3 (FCRL3) is a receptor of unknown function with structural homology to immunoglobulin constant chains (Fc receptors). Allele C of rs7528684 located at position –169 in the promoter region was demonstrated to associate with GD in the Japanese [48] and UK population [47]. In contrast, a negative association between GD and FCRL3 was also reported [49]. FCRL3 is expressed in lymphoid tissues especially on the surface of B cells and a subset of Treg cells [50]. This suggested a function of FCRL3 in the regulation of autoimmunity, although its functions remain unknown. Variants of the promoter of the Secretoglobin 3A2 (SCGB3A2) gene encoding secretory Uteroglobin-Related Protein 1 (UGRP1) have been reported to associate with GD in an extensive study of 2500 patients and controls from the Chinese population [51]. This finding was confirmed in a UK population and Russian population study [19]. UGRP1 is a ligand for macrophage scavenger receptor with collagenous structure, which is predominantly expressed in the lung, although low-level expression is also present in the thyroid [52]. While SNPs in SCGB3A2 were found to reduce promoter activity by 24% [53], their function in the pathogenesis of GD is unclear. The variant rs1990760 present as A946T in the interferon-induced helicase C domain 1 (IFIH1) C domain was demonstrated to associate with GD in a UK population [54]. However, no statistically significant association was found in subsequent German [55], Chinese [56] and Japanese studies [57]. IFIH1 is part of a family of intracellular proteins involved in innate immunity through recognition of viral RNA [58], although it is unknown how polymorphisms in IFIH1 affect the pathogenesis of GD. The variant rs763361, which is a non-synonymous SNP in the intracellular tail of the CD226 molecule, was also reported to be associated with GD [54]. This variant possibly alters splicing of the CD226 transcript, suggesting an association with GD. There are also a number of other genes reported to be associated with GD, such as vitamin D receptor (VDR), type II iodothyronine deiodinase, IL23 receptor (IL23R), estrogen receptor beta (ESR2) and a promoter variant of a gene encoding nuclear factor-kappaB (NF-κB) [19, 59]. To
examine the significance of these polymorphisms on the predisposition of GD, further studies with significant power and a variety of ethnic groups are required.

4. Genetic susceptibility to Hashimoto’s thyroiditis (HT)

Although HT is less commonly involved in GO patients, it is the most prevalent autoimmune thyroid disorder. Lymphocytic infiltration within the thyroid gland is often followed by a gradual destruction and fibrous replacement of the thyroid parenchymal tissue. The principal biochemical characteristic of the disease is the presence in the patients’ sera of autoantibodies against two major thyroid antigens (TAbs), thyroid peroxidase (TPO) and Tg. Antibodies against TPO (TPOAbs) and Tg (TgAbs) cause damage to thyroid cells because of antibody dependent cell cytotoxicity [60]. TPOAbs are prevalent in nearly all patients and TgAbs are present in approximately 80% of HT patients. TSHR antibodies are the principal biochemical characteristics of GD, and generally do not exist among HT patients. While TSHR antibodies are of primary importance in developing GO, it is unclear how GO develops in certain HT patients who do not have TSHR antibodies. With increasing knowledge of the etiology and pathology of AITD, including HT and GD, it has been shown to develop in genetically susceptible individuals triggered by environmental cues similar to patients with GD [61]. In the following section, we shall discuss the genetic predisposition of HT. The genetic susceptibility of HT is similar to that of GD described above. Despite the disease outcomes being opposite, hypothyroidism and hyperthyroidism, respectively, the immunopathology and genetic predisposition are shown to be common. Indeed, a report describes monozygotic twins where one developed HT and the other GD, indicating commonality between the genetic factors of HT and GD [62]. On the basis of familial and twin studies, a strong genetic predisposition to AITD has been identified. Familial clustering of AITD including HT and GD has been confirmed [61]. The sibling risk ratio for AITD was calculated as 28, which indicated the highly significant contribution of genetic factors to disease development [63].

4.1. HLA genes

In HT, aberrant expression of HLA class II molecules on thyrocytes has been demonstrated. Presumably, thyrocytes may act as APCs capable of presenting thyroid autoantigens and initiating autoimmune thyroid disease [64]. In Caucasians, associations between HT and various HLA alleles, including DR3, DR5, DQ7, DQB1*03, DQw7 or DRB1*04-DQB1*0301 haplotype were reported. In Japanese, associations with DRB4*0101, HLA-A2 and DRw53 were demonstrated, while in Chinese patients association with DRw9 was observed [61].

4.2. CTLA-4

Several polymorphisms of the CTLA-4 gene in HT patients have been studied. The initially reported (AT)n microsatellite CTLA-4 polymorphism in the 3’ untranslated region (UTR) was found to be associated with HT in Caucasian and Japanese patients, but not in an Italian population [61]. The exon 1 located 49A/G SNP results in a threonine to alanine substitution
and is associated with HT [65]. The exact mechanism conferring susceptibility to HT has not been elucidated yet and further studies are needed to find out which CTLA-4 polymorphism is causative.

4.3. PTPN22

As is for GD, the C1858T SNP of the PTPN22 gene was also demonstrated to be a risk factor for HT [66]. However, the mechanism is not clear. This observation was not confirmed in German, Tunisian and Japanese population studies [61].

4.4. Vitamin D receptor (VDR) gene

Vitamin D, which acts via VDR, is classically involved in the metabolism of calcium. However, recent studies have revealed it possesses immunomodulatory properties and its deficiency is implicated in the development of autoimmune diseases [67]. Many immune cells, particularly DCs, express VDR, whose stimulation has been shown to enhance tolerogenicity. Tolerogenic DCs promote the development of Treg cells, inducing peripheral tolerance. Therefore, modulation of VDR may affect the ability of DCs to alter the induction ability of Treg cells. To date the association between VDR-FokI SNP in exon 2 and HT has been identified in Japanese and Taiwanese populations [61]. In a Croatian study, the VDR gene 3’ region polymorphisms were related to HT [68], possibly by affecting VDR mRNA expression.

4.5. Thyroglobulin genes

Considering the pathogenesis of HT, it is reasonable that Tg gene polymorphisms genetically predispose individuals to HT. As described in the previous section, there have been reported many genetic regions related to AITD [69]. The association of HT with Tgms2, a microsatellite marker in intron 27 of the Tg gene was confirmed in Japanese and Caucasian populations [61]. However, these observations were not confirmed in a larger data set of UK Caucasian patients or in a Chinese population.

4.6. TPO genes

TPO is also considered an important gene in the pathogenesis of HT, because antibodies against TPO are characteristic of HT. To date, the T1936C, T2229C and A2257C TPO gene polymorphisms have been tested for association with TPOAb levels [61].

4.7. Cytokine genes, immune related genes and others

According to recent advances in the understanding of immune cell subsets and cytokines, several genes encoding different inflammatory cytokines have been studied in HT, and some have shown the ability to influence the severity of disease. As HT is thought to be a cytotoxic T cell-mediated autoimmune disease, cytokines produced by T-helper type 1 (Th1) cells, including interferon (IFN)-γ, have been well studied among HT patients. The T allele of the +874A/T IFN-γ SNP, which causes an increased production of IFN-γ, was reported to be associated with the severity of hypothyroidism in HT patients [70]. However, a higher
frequency of severe hypothyroidism was also observed in Japanese patients with a CC genotype of -590C/T interleukin (IL)-4 SNP [71]. IL-4 is a key Th2 cytokine that can suppress cell-mediated autoimmunity, and this polymorphism was thought to lead to reduced IL-4 production. These studies demonstrated the complexity of HT pathogenesis. Gene polymorphisms of transforming growth factor (TGF)-β, an inhibitor of cytokine production, were also associated with HT [72]. The T allele of +369T/C SNP causes reduced secretion of TGF-β, and was more frequent in severe hypothyroidism than in mild hypothyroidism. SNPs of the gene encoding FOXP3, an essential regulatory factor for Treg cell development, was shown to associate with a severe form of HT [61]. The C allele of tumor necrosis factor (TNF)-α, 1031T/C SNP, was shown to associate with the development of HT by an over-production of TNF-α [61].

5. Genetic susceptibility to Graves’ ophthalmopathy

In the previous sections we described genetic susceptibility to GD and HT because GO develops in GD and occasionally in HT patients. While GD and HT patients in the previously described studies included those with and without GO, the research described in this section will focus on the genetic factors of GO compared to the possession rate of the polymorphism among normal controls, GD without GO patients and GD with GO patients.

5.1. The pathogenesis of GO

GO is an orbital manifestation of AITDs, mainly GD, and develops in 25-50% of GD patents and up to 5% of HT patients. The pathogenesis of GO has been studied for several decades, but remains controversial. At present, it is presumed to occur through the same underlying immune processes as GD, such as the involvement of TRAbs [73]. TSHR was expressed in the orbit tissues, especially on fibroblasts. When TRAbs interact with TSHR, inflammatory immune cells and cytokines become activated and cause inflammation in the retrobulbar tissues. Inflammation in the muscles that direct eyeball movement upsets the coordination of their movements, resulting in enlargement of the involved muscles and double vision. Inflammation in retro-orbital fat tissue enlarges its volume, leading to protrusion of the eyeball (proptosis). Some patients develop inflammation of the eyelids and/or lachrymal gland. However, such pathways are unable to expound why GO can develop in some HT patients who do not possess TRAbs. Moreover, the level of TSHR expression in the orbital tissue, including fibroblasts and eye muscles, is so low that it is unlikely to induce sufficient inflammation to affect tissues such that they lose function. One hypothesis suggests that the thyroid and orbit tissues share antigens, and that when autoantibodies are induced during autoimmune thyroid disease, concurrent inflammation in the orbit(s) may also occur [74]. Potential shared antigens include Fp, G2S, calsequestrin (CSQ) 1 and 2 and collagen XIII [74]. However these results have not been confirmed. Although it is difficult to regard such antigens as primary antigens for GO because Fp, G2s, and CSQ1 and 2 are proteins located inside the cell, they may emerge as a consequence of destruction of the thyroid gland and/or orbit tissues through autoimmune or other immune reactions. TRAb titers were positively correlated with
clinical features of GO, whereas thyroid stimulating immunoglobulin (TSI) and TPO antibody were not [75]. Recently a new TSI testing method showed a significant correlation between TSI and the clinical features of GO [76].

### 5.2. The genetics of GO

While the pathogenesis of GO is thought to share similar genetic factors with GD and HT, it is unknown what divides GD patients with GO from GD patients without GO. Much research has focused on inflammatory factors because the inflammation present in orbital tissues in GO patients is believed to be disease-specific. In the following section, we provide a detailed review of the immunogenetic associations of GO. A summary of the relevant studies is provided in Table 1.

<table>
<thead>
<tr>
<th>Categories</th>
<th>GD including GO</th>
<th>GO</th>
<th>HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Immunological synapse genes</td>
<td>HLA-C*07</td>
<td>HLA-B*08</td>
<td>HLA-A2</td>
</tr>
<tr>
<td>HLA class I</td>
<td></td>
<td>HLA-DR3</td>
<td></td>
</tr>
<tr>
<td>HLA-DR4</td>
<td></td>
<td>HLA-DR7</td>
<td></td>
</tr>
<tr>
<td>HLA-DR7</td>
<td></td>
<td>HLA-DR81</td>
<td></td>
</tr>
<tr>
<td>HLA-DR83</td>
<td></td>
<td>HLA-DR81*03</td>
<td></td>
</tr>
<tr>
<td>CTLA-4</td>
<td></td>
<td>CTLA-4</td>
<td></td>
</tr>
<tr>
<td>PTPN22</td>
<td></td>
<td>PTPN22</td>
<td></td>
</tr>
<tr>
<td>CD40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T cell regulation</td>
<td>FOXP3</td>
<td>FOXP3</td>
<td></td>
</tr>
<tr>
<td>Thyroid specific genes</td>
<td>Thyroglobulin</td>
<td>Thyroglobulin</td>
<td></td>
</tr>
<tr>
<td>DIO 2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSHR</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
5.3. Cytokines

Similar to GD, disease in GO is thought to involve an imbalance between the production of pro- and anti-inflammatory cytokines [77]. Therefore, SNPs in cytokine related genes that participate in the GO pathogenesis could promote or protect from its development. As shown in Table 1, the association between various pro- and anti-inflammatory cytokine gene polymorphisms in GO have been identified. Cytokines released mainly by leukocytes infiltrating into the retro-orbital tissues are likely to play key roles in the cascade of autoimmune reactions in the orbit [78]. Although several significant associations between genetic polymorphisms of cytokine genes and GO have been reported, the immediate consequences of cytokine gene polymorphisms are not well studied. Thus, how polymorphisms of cytokine genes relate to biological changes such as serum and local tissue concentration and functional activity are unknown. Moreover, publication of polymorphisms suggested to have a positive correlation with GO provokes many unpublished and/or published contradictory reports performed by other research groups. This might reflect the presence of different genetic patterns of suscept-

<table>
<thead>
<tr>
<th>Categories</th>
<th>GD including GO</th>
<th>GO</th>
<th>HT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cytokines or TNF-α</td>
<td>IL-1α</td>
<td>IL-4</td>
<td></td>
</tr>
<tr>
<td>Cytokine receptors IL-1β</td>
<td>TGF-β</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>IL-1RA</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other immunological IL-23R</td>
<td>IFN-©</td>
<td>IFN-γ</td>
<td></td>
</tr>
<tr>
<td>molecules</td>
<td>CD226</td>
<td>ICAM-1</td>
<td></td>
</tr>
<tr>
<td>FCRCL3</td>
<td>TLR-9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SCGB3A2</td>
<td>CD86</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IFIH1</td>
<td>CD103</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Others VDR</td>
<td>GR</td>
<td>VDR</td>
<td></td>
</tr>
<tr>
<td>ESR2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each genetic locus is referenced in the body of the manuscript.

GD: Graves’ disease; GO: Graves’ ophthalmopathy; HT: Hashimoto’s thyroiditis; HLA: Human leukocyte antigen; CTLA: Cytotoxic T-lymphocyte-associated protein; CD: Cluster of Differentiation; PTPN: Protein tyrosine phosphatase; FOXP: forkhead box P; TSHR: Thyroid stimulating hormone receptor; FCRL: Fc receptor-like; SCGB3A2: Secretoglobin 3A2; IFIH1: Interferon-induced helicase C domain 1; VDR: Vitamin D receptor; GR: Glucocorticoid receptor; DIO 2: Type II iodothyronine deiodinase; IL: Interleukin; ESR2: Estrogen receptor beta; NF-kB: Nuclear factor-kappa B; IFN: Interferon; TGF: Transforming growth factor; TPO: Thyroid peroxidase; TNF: Tumor necrosis factor; ICAM: Intercellular Adhesion Molecule; TLR: Toll-like receptor.

Table 1. Genetic predisposition to Graves’ disease, Graves’ ophthalmopathy and Hashimoto’s thyroiditis
ibility among different ethnic groups, or might be an outcome of the product of chance. Among cytokines studied, the association of genetic susceptibility to GO with cytokine gene polymorphisms from the family of IL-1 and TNF-α-related cytokines seems to be the strongest. Recently a specific TNF-α inhibitor, Infliximab, was demonstrated to be effective for treatment of severe GO [79]. Several groups showed positive associations between the development of GO and TNF-α polymorphisms, including -863C/A region in Japanese and Chinese, -238G/A in Polish and -1031T/C in Japanese populations [80]. As regards the IL-1 superfamily, IL-1α and-β are pro-inflammatory cytokines, and the IL-1 receptor antagonist (RA) competes for receptor binding with IL-1α and-β [81]. Retro-orbital fibroblasts derived from GO patients expressed and secreted significantly reduced levels of intracellular and soluble IL-1RA [82]. Thus, an imbalance between IL-1 and IL-1RA may play an important role in the pathogenesis of GO and gene polymorphisms in IL-1α, -1β and/or IL-1RA may have a causal relationship with such an imbalance. IL-1 is a key cytokine in many inflammatory reactions. It stimulates retro-orbital fibroblasts to proliferate, synthesize glycosaminoglycans and express immunomodulatory molecules [83] including adhesion molecules, cytokines, complement regulatory proteins and stress proteins. Reports on polymorphisms of IL-1α and -1β genes are conflicting, with some showing positive [84] and negative [85] associations.

IFN-γ is a type II interferon involved in Th1 immune responses and can regulate Th2 immune reactions. We studied IFN-γ gene polymorphisms in Japanese GD patients and 2 out of 8 polymorphisms were associated with GO [86]. An Iranian group also demonstrated a significant association between GO and an IFN-γ polymorphism at UTR 5644A/T [87].

5.4. CTLA-4

As shown in previous sections, CTLA-4 gene polymorphisms, especially the A/G49 SNP of CTLA-4, are strongly associated with GD and HT. A UK study showed the A/G49 SNP of CTLA-4 was associated with an increased risk of GO [88] and was confirmed by an Iranian group [80]. However, the association between the CTLA-4 gene polymorphism and the development of GO is still controversial [89]. First, the same polymorphism was shown to be associated with HT and GD with or without GO. Second, many follow-up studies have been performed, and while some studies confirmed such an association the others did not [80].

5.5. HLA

As GD is believed to be a Th2 related disease, HLA class II is thought to have an association with GD. GO is one of many symptoms of GD, and thus it is justifiable to regard GO as a Th2 related disease. However, this is still controversial because no antibodies have been confirmed to have a causal association with GO except TSHR antibodies. Moreover, not all GD patients develop GO; the prevalence of GO among GD patients is only 25-50%. Thus, there is a limitation in studying autoimmune associations of different HLA alleles because of the strong LD between HLA alleles and alleles of undefined neighboring loci, which may exert primary effects [90]. Therefore, functional studies of the biological effects of different HLA alleles are needed to determine the true effects of these potential genetic associates of GO. Several studies support a role for HLA-DRB1, which has a critical role in antigen presentation, in the devel-
opment of GO [80]. However, contradictory reports also exist [80, 90]. HLA-DR7 alleles are also reported to have an association with the development of GO [91], and several isolated studies have shown a weak association between HLA-DR4, HLA-DPB 2.1/8 and HLA-DRB3 alleles and GO [80, 92]. However, the opposite outcome has also been shown for HLA-DR3, -DR4 and -DR7 alleles [89]. Several HLA class I and class II lesions were shown to be genetic susceptibility genes for GO [80], although they are still controversial because of a lack of confirmation of the results.

5.6. Other genes

GO has reported to be associated with several genes involved in immunopathogenesis. Polymorphisms in intracellular adhesion molecule (ICAM)-1, which is a pivotal molecule in leukocyte migration and circulation, was recently reported to be a predisposition for GO [93]. Interactions between CD40 and CD40 ligand were demonstrated to induce the expression of ICAM-1 on the surface of retro-orbital fibroblasts [94]. Thus, the polymorphism of ICAM-1 could alter its expression levels resulting in the modification of leukocyte migration to the orbits. Similar to GD and HT, PTPN22 is a candidate genetic factor for GO [95], although the connection between PTPN22 and GO has not been confirmed. However, a polymorphism in PTPN12, an important regulator of T cell receptor signal transduction other than PTPN22, was demonstrated to have an association with the presence of mild to moderate GO in a Caucasian population through interactions with TSHR [80]. NF-κB, toll-like receptor (TLR)-9, glucocorticoid receptor, CD86 and CD103 have also been reported to be associated with the clinical course of GO [59, 80]. While TSHR gene polymorphisms are major genetic factors of GD, they have been demonstrated to play a role in the development of GO among GD patients.

The evaluation of genetic predisposition to GO is complicated. As described above, studies on the association of GO and cytokines or CTLA-4 are still controversial. The polymorphisms of HLA genes have unsolved problems because they tend to be in LD with neighboring genes. Unfortunately, functional analysis of candidate genes is not performed often enough, and so the genetic predisposition to GO is often not validated. Despite many studies, there is often a bias towards certain ethnic groups, whereas for example those containing African populations are scant. The clinical features of GO between ethnic groups can be different. For example, the severity and activity of GO in Asian populations tend to be milder than in Caucasian patients [96]. This suggests that genetic factor(s) are important in the development of GO severity. Moreover, the ratio of females/males with GO is lower than that of GD without GO and HT [1, 97], suggesting that GO is less dependent on the X chromosome. Thus, it is reasonable to regard GO as a disease that has genetic predispositions. On the contrary, Yin et al. recently showed that there was no association between both the development of GO and the severity GO and genetic polymorphisms of HLA-DR3, CTLA-4, TSHR and IL-23R, which are well-established GD susceptibility genes [98]. They also showed that any combination of genetic polymorphisms among these four genes did not contribute to GO, suggesting an absence of distinct genetic predisposition to GO. Indeed, the strongest influencing factor in the development of GO is smoking, which is a typical environmental factor [97]. Does this mean then that the effects of different ethnic backgrounds and sex ratio on the clinical phenotype of GO can
be explained by environmental factors only? This is a fundamental issue that should be resolved.

<table>
<thead>
<tr>
<th>Class</th>
<th>Grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>No physical signs or symptoms</td>
</tr>
<tr>
<td>I</td>
<td>Only signs, no symptoms (lid retraction, lid lag)</td>
</tr>
<tr>
<td>II</td>
<td>Soft tissue involvement</td>
</tr>
<tr>
<td>II</td>
<td>(sandy sensation, lacrimation, photophobia, lid fullness, conjunctival injection, chemosis, lid edema)</td>
</tr>
<tr>
<td>III</td>
<td>Proptosis</td>
</tr>
<tr>
<td>IV</td>
<td>Extraocular muscle involvement</td>
</tr>
<tr>
<td>V</td>
<td>Corneal involvement</td>
</tr>
<tr>
<td>VI</td>
<td>Sight loss (optic nerve involvement)</td>
</tr>
</tbody>
</table>

Table 2. Modified “NOSPECS” classification. Grades a, b and c within class I, class II, class III and class IV are largely undefined. Severity should be scored by skillful experts in GO. The classification score should be expressed as the largest each class and the subclass, e.g. class II_a, III_b, IV_b.

5.7. Subtypes of Graves’ ophthalmopathy

The most important issue is the definition of GO. Currently, ophthalmopathy related to AITD is described as GO, although there is no evidence to suggest that GO accompanied by GD and GO with HT are the same disease despite, having almost the same clinical phenotype. Moreover, GO has diverse symptoms and clinical features. For example, some lesions are unilateral, others are bilateral, and some effects are observed in the extra-ocular muscle and others in the retro-orbital fat tissue without any lesions in the extra-ocular muscles. Observations in patients with GO indicate the presence of subtypes, although there have been few descriptions published to date.

For half a century, clinicians have sorted GO patients for treatment by clinical grade. Werner SC has classified GO into 7 classes as shown in Table 2 [99]. This classification is termed “NOSPECS” classification and has been adopted as the “official” classification of the American...
Thyroid Association. Clinicians use this as a clinical stratification of GO. Indeed, the prognosis of eye function of the patient tends to worsen in the order of this classification. Intriguingly, there exist many GO patients who develop a certain class of symptoms do not develop symptoms that belong to a lower class. For instance, it is not rare for a patient with GO who has an extra-ocular muscle symptom (class VI) to have no symptoms of proptosis (class III). This suggests that there are several symptoms involved in GO, which could progress independently each other. Although these facts have encouraged researchers to analyze the clinical course and patterns of affected lesions in GO patients, such reports are scarce. El-Kaissi et al. classified the clinical features of GO into three subtypes [100] containing: 1) congestive ophthalmopathy that mainly affects the retro-orbital fat tissue; 2) myopathic ophthalmopathy affecting the extra-ocular muscle(s); and 3) mixed congestive and myopathic ophthalmopathy. From the clinical point of view, this classification is useful because eye muscle involvement is a key factor for the aggressive treatment for GO that consists of intravenous glucocorticoid therapy and/or irradiation of the retro-orbital lesion. Furthermore, there are also other symptoms of GO including inflammation of the lachrymal glands and/or eyelids and eyelid retraction. To identify and diagnose extra-ocular muscle lesions precisely and accurately, magnet resonance imaging (MRI) of the retro-orbital area is an efficient tool for clinicians. It is useful to make detailed graphics to measure the volume of extra-ocular muscles and the grade of proptosis, and to discriminate the affected lesion inside the orbit from normal tissue. MRI can be used to obtain a variety of subtracted images useful for making decisions on the condition of GO [101, 102]. While MRI has several undesirable aspects (i.e. time-consuming, expensive, difficulty in comparison of images taken at different times and/or by different machines), it is still the most useful device for the evaluation of GO. The progress of MRI technology has contributed to the treatment of GO.

Examples of MRI for GO are shown. Figure 1 shows an 83-year-old male affected with GO. MRI imaging indicates the enlargement of all bilateral extra-ocular muscles with compression of the optic nerves. This patient has a rapidly progressing disorder in bilateral visual function. However, he has no proptosis. This case is NOSPECS class I_b, II_a, III_b, IV_b, V_0, VI_b and “myopathic ophthalmopathy” type. With bilateral lower eyelid retraction and mild lid edema, this can be sorted as “mixed ophthalmopathy” type. Figure 2 shows a 42-year-old female with bilateral proptosis. She has right lid retraction in primary gaze (Darylmple’s sign) and lid edema. MRI imaging indicates her disease does not affect extra-ocular muscles. This case is NOSPECS class is I_a, II_a, III_b, IV_0, V_0, VI_0 and “congestive ophthalmopathy.” Figure 3 shows a 51-year-old female with GD. She has bilateral eyelids swelling without proptosis or diplopia. MRI shows the prominent swelling of upper eyelid and slight enlargement of the superior levator muscles. There is no enlargement of the rectus muscles nor retro-orbital fat expansion. This case is classified as NOSPECS class I_0, II_0, III_0, IV_0, V_0, VI_0. With examining without MRI, this case is regarded as “congestive ophthalmopathy.” However the findings on MRI images suggest it is “mixed congestive and myopathic ophthalmopathy.” Figure 4 shows a 65-year-old male with HT. While he has no TRAb, he has evident proptosis (left side > right side) and deviation of the left eyeball. MRI imaging shows marked enlargement of the inferior and medial rectus muscles of the left eye. The MRI STIR imaging suggests intense inflammation in...
these muscles. This case is classified as NOSPECS class I<sub>α</sub>, II<sub>α</sub>, III<sub>0</sub>, IV<sub>α</sub>, V<sub>0</sub>, VI<sub>0</sub> and “mixed congestive and myopathic opthalmopathy.”

Figure 1. An 83-year-old male with GD. A) He has bilateral lower eyelid retraction and mild lid edema. B) He has no proptosis suggesting NOSPECS class III<sub>α</sub>. C) MRI imaging indicates the enlargement of all bilateral extra-ocular muscles with compression of the optic nerves. The STIR (Short TI Inversion Recovery) imaging, which suppresses the signal from fat, shows high intensity inside the bilateral eye muscles indicating the inflammation of eye muscles. This case is NOSPECS class I<sub>α</sub>, II<sub>α</sub>, III<sub>α</sub>, IV<sub>α</sub>, V<sub>α</sub>, VI<sub>α</sub>. 

Figure 1. An 83-year-old male with GD. A) He has bilateral lower eyelid retraction and mild lid edema. B) He has no proptosis suggesting NOSPECS class III<sub>α</sub>. C) MRI imaging indicates the enlargement of all bilateral extra-ocular muscles with compression of the optic nerves. The STIR (Short TI Inversion Recovery) imaging, which suppresses the signal from fat, shows high intensity inside the bilateral eye muscles indicating the inflammation of eye muscles. This case is NOSPECS class I<sub>α</sub>, II<sub>α</sub>, III<sub>α</sub>, IV<sub>α</sub>, V<sub>α</sub>, VI<sub>α</sub>.
Figure 2. A 42-year-old female with bilateral proptosis. A) She has right lid retraction in primary gaze (Darylmple’s sign) and lid edema. B) However her eye movement was normal. C) MRI imaging shows all her extraocular muscles are intact. This case is NOSPECS class I\textsubscript{a}, II\textsubscript{a}, III\textsubscript{b}, IV\textsubscript{0}, V\textsubscript{0}, VI\textsubscript{0}.

Figure 3. A 51-year-old female with GD. A) She has bilateral eyelids swelling without proptosis or diplopia. B, C) MRI shows the prominent swelling of upper eyelid and the enlargement of the superior levator palpebrae muscle. There is no enlargement of the rectus muscles or retro-orbital fat expansion. This case is classified as NOSPECS class I\textsubscript{a}, II\textsubscript{a}, III\textsubscript{0}, IV\textsubscript{0}, V\textsubscript{0}, VI\textsubscript{0}.
Figure 4. A 65-year-old male with HT. He has hypothyroidism and needs thyroid hormone replacement therapy. His eye symptoms, which are mainly diplopia, commenced when he had a traffic accident. They worsened in a few months and came to see us. A) He has evident proptosis (left side > right side) and deviation of the left eye ball. B) His left eye movement is seriously impaired when gazing in left to upward direction. His left inferior and medial rectus muscles are shown to be enlarged in the MRI imaging (C, D, E). The MRI STIR imaging shows intense inflammation in muscles involved (C). This case is classified as NOSPECS class I_0, II_a, III_a, IV_c, V_0, VI_0.

Recent progress in imaging inspection including MRI introduces a new concept of the disease. Volpe et al. demonstrated that 55% of GD patients without clinical evidence of GO were diagnosed with GO by ocular echography [103]. They named this type of GO as “occult thyroid eye disease.” If MRI is performed for all GD patients, a large number of patients with “occult thyroid eye disease” would likely be diagnosed. Thus, we have to consider such GO patients for further evaluation of the pathogenesis and immunogenetics of GO. Furthermore, we could sort GO phenotypes in order of timing of development of disease (simultaneous onset with GD, later onset and earlier onset than GD). Thus, further investigation and discussions by experts are needed to establish more accurate definitions of the subtypes of GO.

6. Conclusion

GO is a manifestation related to AITD, although the immunogenetic component of disease susceptibility is still controversial. The strongest factor which affects the presence and/or severity of GO is smoking, a common environmental factor. From these studies and/or experimental data, some researchers have concluded that there is no genetic susceptibility component in GO. In contrast, many studies investigating the effects of ethnic background on the presence and severity of GO and differences in the male/female ratio between GO patients and GD without GO patients suggest the possibility of a genetic predisposition to GO. To solve
such discrepancies, there should be an emphasis on reconsideration of the determination of GO. The disease we all recognize as GO might not be a single disease. At present, GO has many manifestations during the course of the disease, including associated diseases (GD, HT and sometimes thyroid cancer), differences in onset timing, MRI findings and location of lesions. Therefore, reclassification of GO into several patterns using MRI will be of great help. Using state-of-the-art imaging equipment and immunological and biological technology, we should classify GO into more ideal and probable subtypes, which might help research focused on the pathogenesis and/or genetics of GO. To date, several studies have tested genetic susceptibility from the viewpoint of NOSPECS severity classification, resulting in a failure to establish evidence for genetic factors of GO. High quality research should be conducted by experts of GO, allowing discussion on the probable and appropriate genetic susceptibility of GO. Moreover, ongoing GWAS studies and genetic mapping of SNPs studies on GD and HT will accumulate evidence and new findings on genetic susceptibility to the diseases, contributing to the establishment of genetic predispositions to GO, which can be appropriately classified into subtypes. Further studies are required for this purpose.
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1. Introduction

Systemic lupus erythematosus (SLE) is a complex multifactorial autoimmune disease characterized by loss of immune tolerance and defective immune regulatory mechanisms that leads to B cell hyperactivity and the production of pathogenic autoantibodies directed against a wide range of autoantigens, and particularly nuclear antigens [Liossis et al., 1996; Yurasov et al., 2006; Mandik-Nayak et al., 2008]. In common, the complex interaction of genetic, environmental, as well as immunological factors causes the breaking of self-tolerance of the immune system and leads to development of autoimmunity. The immune system has various mechanisms at the cellular and molecular level that negatively regulate immune responses and counteract establishment of chronic and destructive immunity [Nakken et al., 2012]. A number of circulating cytokine abnormalities have been reported in SLE and recent advances have revealed new insights in cytokine regulation of autoimmune inflammatory responses [Diveu et al., 2008]. In particular, the production of Interleukin-10 (IL-10) and transforming growth factor-β1 (TGF-β1), the two main Treg cytokines that suppress the inflammatory response, has been found to be deeply deregulated in SLE patients, so they have been considered essential elements in the etiopathology of the disease.

Given the importance of cytokines in immune system regulation, these molecules are of high interest not only in the “effector phase” of autoimmune disease in which self-tolerance has already been broken, but also in the “initiation phase” of autoimmunity, in which a lasting immune response against self antigens is first generated. Recently, it has been suggested that initial susceptibility to autoimmune disease lies at least partly in the genetics of cytokine regulation, and that many genetic polymorphisms affecting cytokine patterns could alter thresholds for immune responses, resulting in pro-inflammatory presentation of self antigens.
and the subsequent misdirection of adaptive immunity against self which is observed in autoimmune disease [Kariuki et al., 2010]

Genetic polymorphisms have emerged in recent years as important determinants of disease susceptibility and severity. Polymorphisms are naturally occurring DNA sequence variations, which differ from gene mutations in that they occur in the normal healthy population and have a frequency of at least 1%. Approximately 90% of DNA polymorphisms are single nucleotide polymorphisms (SNPs) due to single base substitutions. Others include insertion/deletion polymorphisms, minisatellite and microsatellite polymorphisms. Although most polymorphisms are functionally neutral, some have effects on regulation of gene expression or on the function of the coded protein. These functional polymorphisms, despite being of low penetrance, could contribute to the differences between individuals in susceptibility to and severity of disease. Many studies have examined the relationship between certain cytokine gene polymorphism, cytokine gene expression in vitro, and the susceptibility to and clinical severity of diseases [Bidwell et al., 1999; Hollegaard and Bidwell, 2006]. Some genetic polymorphisms at the promoter regions of IL-10 and TGF-β1 genes have been associated with cytokine production. Given that the production of these molecules is controlled at genetic level, functional polymorphisms in their promoters could influence the development and severity of the disease. In the present review, we summarize the information about involvement of IL-10 and TGF-β1 genetic variants on SLE appearance and clinical presentation.

2. Role of IL-10 and TGF-β1 in immune regulation and autoimmunity

2.1. IL-10

IL-10 is a pleiotropic cytokine with important immunoregulatory functions, which can be produced by both leukocytes and structural cells within tissues, being produced in particular by Tregs in vivo [Wakkach et al., 2008]. It is pivotal in inhibiting inflammation and suppresses Th1-mediated immune response through down regulation of proinflammatory cytokine secretion from both Th1 and activated macrophages [De Waal Malefyt et al., 1993; Fiorentino et al., 1998]. It also inhibits antigen presenting cells by downregulating major histocompatibility complex class II (MHC-II) and B7 expression [Ding et al., 1993]. In addition to these inhibitory actions, IL-10 promotes B-cell-mediated functions, enhancing survival, proliferation, differentiation, and antibody production [Rousset et al., 1992]. Hence, increased production of IL-10 could thus explain B cell hyperactivity and autoantibody production, two main features of the immune dysregulation in SLE. In fact, high serum levels of IL-10 have been reported in patients with SLE and they correlated positively with the disease activity [Park et al., 1998].

The role of IL-10 in the pathogenesis of lupus remains controversial. The abnormally elevated amounts of IL-10 detected in serum of patients with SLE [Houssiau et al., 1995] and the observation that anti-IL-10 therapy can down-modulate disease in such patients [Llorente and Riechaud-Patin, 2003] suggest that this cytokine may promote disease. In contrast, mouse models have suggested a preventive role for IL-10 in the pathogenesis of lupus [Yin et al.,
In particular, IL-10 knockout mice were demonstrated to develop severe lupus, with earlier appearance of skin lesions, increased lymphadenopathy, more severe glomerulonephritis, and higher mortality than their IL-10-intact littermate controls [Yin et al., 2002]. Interestingly, the injection of IL-10 could prevent the occurrence of the disease in such models [Yin et al., 2002]. The authors of the study suggested that the contradictory role of IL-10 in lupus could be explained taking into account the phase of the disease. IL-10 deficiency enhanced IFN-γ production in the CD4 and CD8 lineages, and that, in turn, was associated with increased production of IgG2a anti-dsDNA antibodies, especially at the early stages of disease development. In contrast, at later phases of disease, excessive amounts of IL-10 production led to enhanced autoantibody production and subsequent formation of pathogenic autoantibody–antigen complexes [Yin et al., 2002]. However, Llorente and colleagues demonstrated that constitutive IL-10 production by monocytes and B cells in healthy members of multicase families with SLE was significantly higher than that of healthy unrelated controls, but was similar to that of SLE patients, thus suggesting that a genetically controlled high innate IL-10 production may predispose to SLE development. [Llorente et al., 1997]

2.2. TGF-β1

Recently, experimental studies have demonstrated an association between TGF-β1 and the development of autoimmunity [Aoki et al., 2005]. TGF-β1 belongs to a large family of multifunctional proteins, secreted by a variety of cell types that act as signal molecules in controlling a great number of biological processes. Like IL-10, it is a highly pleiotropic cytokine with an important role in maintaining immune homeostasis [Li et al., 2006]. There are three TGF-β isoforms in mammalian cells, TGF-β1, 2 and 3, which use similar signaling pathways and exert overlapping, albeit not identical biological functions. TGF-β1 is involved in many critical cellular processes, including cell growth, extracellular matrix formation, cell motility, hematopoiesis, apoptosis and immune function (Moustakas et al., 2002; Schuster & Krieglstein, 2002). The cells of immune system, including B, T and dendritic cells as well as macrophages, mostly produce TGF-β1, an isoform that is also found in large amounts in the plasma [Flanders and Roberts, 2001]. TGF-β1 has pronounced anti-inflammatory and immunosuppressive functions, the latter being realized by controlling the activation, proliferation, differentiation and survival of all effector immune cells [Rubtsov et al., 2007; Wahl, 1992]. Importantly, TGF-β1 inhibits maturation of dendritic cells and modulates the functions of antigen-presenting cells, reducing the macrophage production of IL-1, IL-6, and TNF-α [Fainaru et al., 2007]. However, immunosuppressive effect of TGF-β1 was most pronounced for T cells [Rubtsov et al., 2007; Li et al., 2006]. It inhibits T cell proliferation and production of IL-2, differentiation of Th1, Th2, and cytotoxic T lymphocytes (CTL). TGF-β1 suppresses IFN-γ production from Th1, NK cells and CTL, as well as their cytotoxic activity. TGF-β1 plays an essential role in the functioning and survival of regulatory T cells (Treg), and de novo generation of Foxp3+ Treg from naive CD4+ CD25- T lymphocytes in the periphery [Pyzik et al., 2007; Selvaraj et al., 2007; Zheng et al., 2007]. Furthermore, recent study reveals a role for TGF-β1 as effector molecule of Foxp3+ Treg cells [Li et al., 2007]. In contrast to IL-10, TGF-β1 is also an important negative regulator of B cell differentiation and proliferation, inhibiting the production of most immunoglobulin isotypes except IgA [Lebman and Edmiston, 1999].
There are strong evidences to suggest the great importance of this cytokine in the control of autoimmunity [Aoki et al., 2005]. An association between TGF-β1 and the development of autoimmunity is clearly demonstrated in studies with complete knockout of TGF-β1 in mice or genetic manipulation of its receptors in T cells. TGF-β1 knockout mice and those with impaired TGF-β1 signaling in T cells develop an autoimmune syndrome with multiple organ involvement and death [Shull et al., 1992; Dang et al., 1995; Gorelik et al., 2000; Marie et al., 2006;]. This syndrome resembles SLE and Sjogren's syndrome in humans [Dang et al., 1995] and is characterized by multifocal inflammatory process affecting the heart, brain, lungs, skeletal muscle, liver, stomach, pancreas, salivary glands and other organs, lymphoproliferation, spontaneous activation of autoreactive T lymphocytes and production of autoantibodies [Dang et al., 1995; Shull et al., 1992].

3. Functional IL-10 and TGF-β1 genetic polymorphisms

3.1. IL-10 genetic polymorphisms and IL-10 production

Human IL-10 is secreted mostly by antigen-presenting cells and Treg lymphocytes subset in response to several activation stimuli. This cytokine could be also constitutively produced at low levels by immune cells, mainly monocytes, macrophages and dendritic cells. IL-10 is a non-covalent homodimer of 36 kDa with two polypeptide chains and its gene, with GeneBank accession number: X78437, is located on chromosome 1 at 1q31-q32 and a number of polymorphisms in the promoter region have been characterized. In contrast to many other cytokines, the synthesis of IL-10 is regulated by the transcription factors Sp1 and Sp3, which are constitutively expressed by different cell types [Moore et al. 2001]. It has been recently shown that c-Jun binds to a highly conserved noncoding sequences (CNS-3) in the IL10 locus, enhancing the expression of IL-10, and AP-1 signaling pathway particularly through c-jun transcription and activity strongly affects IL-10 expression in the Th2 cells and monocytes [Wang Z et al., 2005; Dobreva et al., 2009]. Large interindividual differences in the IL-10 inducibility have been observed, which has shown to have a genetic component of over 70%. The IL-10 gene comprises 5 exons, and to date, at least 49 IL10–associated polymorphisms have been reported, and an even larger number of polymorphisms are recorded in SNP databases (Ensembl Genome Browser, 2006). Promoter polymorphisms have been subject to the most studies, particularly with regard to possible influences on gene transcription and protein production. Three SNPs at -1082(A/G), -819(C/T), -592(C/A) upstream from the transcription start site [D’Alfonso et al., 1995; Turner et al., 1997] have been described as well as additional two microsatellite (CA)n repeats, termed IL10.G (-1.1Kb) and IL10.R (-4Kb) and located at -1151 and -3978 respectively (Eskdale and Galager, 1995; Eskdale et al., 1997).

A complete linkage disequilibrium exists between the alleles present at positions -1082, -819 and -592; so these polymorphisms occurred in tandem. These SNPs have been associated with variability in IL-10 production [Eskdale et al., 1998; Turner et al., 1998]. In particular, SNP at position -1082A/G of IL-10 gene has been associated with IL-10 production alone or in haplotypes with other distal SNPs. Turner et al., 1997 have shown that
-1082A allele is associated with lower in vitro IL-10 production by Con A-stimulated PBMC from normal subjects. In our studies, the functional effect of -1082 A/G polymorphism was demonstrated among the Bulgarian population in both healthy volunteers and in patients with sepsis (Stanilova et al., 2006). In Caucasian populations, only three haplotypes have been found (GCC, ACC and ATA), the individuals GCC/GCC being considered as genetically high IL-10 producers [Suarez et al., 2005; Suarez et al., 2003; Turner et al., 1997]. Although the functional effects of polymorphisms in IL-10 have not yet been fully elucidated, obviously that they may play a significant role in modulating susceptibility, development and clinical features of autoimmune disease and particularly SLE. The observation of increased circulating levels of IL-10 in active SLE patients which revealed positive correlation with SLEDAI and anti-double-stranded DNA (dsDNA) titer has been reported (Park et al., 1998; Hye-Young et al., 2007). Moreover, a trend toward SLE patients having hypomethylated IL-10 promoter region accompanied by greater disease activity of SLE was recently observed (Lin et al., 2012).

3.2. TGF-β1 genetic polymorphisms and plasma concentrations of TGF-β1

The TGF-β1 gene is located on chromosome 19 (q13.1-13.3) and several SNPs were described so far in promoter region, in the non-translated region (introns), in the coding region (exons), and in the 3′-UTR region of the gene. They include three polymorphisms in the promoter region (-988C/A, -800G/A, and -509C/T), two polymorphisms located in exon 1 +869T/C (codon 10) and +915G/C (codon 25), one on exon 5 +11929C/T (codon 263), and one in 3′-UTR region of the gene at position +72 [Cambien et al., 1996]. Certain inherited variants in the promoter region of the TGF-β gene (-800G/A and -509C/T) have been associated with higher cytokine circulating concentrations. The -800G/A SNP is located in a consensus cyclic AMP response element binding protein (CREB) half site and may cause reduced affinity for CREB transcription factors whose binding is important for transcription control [Grainger at al. 1999]. The -509C/T is located within a YY1 consensus binding site and -509T allele has been associated with increased TGF-β1 plasma level [Grainger at al. 1999] and reduced T-cell proliferation [Meng et al., 2005] and a study of twins estimated that the -509C/T polymorphism explained approximately 8% of the genetic variation in TGF-β1 plasma levels (Grainger et al.,1999). Two SNPs, the +868T/C SNP, and the +915G/C SNP, give rise to amino acid substitutions at positions 10 (Leu10Pro) and 25 (Arg25Pro) in the signal peptide of TGF-β1, respectively (Cambien et al.,1996; Awad et al. 1998). The +868T/C SNP was reported to influence steady-state concentrations of TGFB1 mRNA in peripheral blood mononuclear cells and serum levels of TGF-β1, and the +915G/C SNP was found to be related to TGF-β1 production in peripheral blood leukocytes (Awad et al., 1998). Another nonsynonymous SNP of TGFB1, the +11929C/T SNP (Thr263Ile) is located in exon 5 (Cambien et al.,1996; Awad et al.1998). The 11929C/T SNP is located closely to the site where the latency-associated peptide is cleaved from the active part of the protein (Dubois et al., 1995) and therefore, this SNP may be related to the activation process of TGF-β1, as suggested previously (Cambien et al. 1996). A high degree of linkage disequilibrium was observed between pairs of the −509C/T, 868T/C, 913G/C, and 11929C/T SNPs in white populations (Cambien et al.,1996; Grainger at al. 1999).
Although immunosuppressive effects of TGF-β1 have been well established, few studies have investigated serum TGF-β1 levels in autoimmune disorders. In fact, patient with SLE have reduced TGF-β1 production by their peripheral blood lymphocytes (Oshtuka et al., 1998). Hence, reduced TGF-β1 production by immune cells might contribute to the characteristic T cell disregulation, aberrant stimulation of autoreactive B cell, and autoantibody production in SLE patients. Also, it has been reported that decreased serum levels of TGF-β1 in patients with systemic lupus are the most pronounced and constant abnormality in the cytokine levels in these patients [Becker-Merok et al., 2010]. In attempt to elucidate the importance of TGF-β1 for the development of SLE we measured serum levels of TGF-β1 in 53 patients with SLE recruited from ‘St Ivan Rilski’ University Hospital, Sofia and in 66 healthy controls [unpublished data]. Serum samples were routinely collected and stored frozen at -20 C until assayed. At the time of sampling, neither of the patients and control subjects had clinical signs or symptoms of intercurrent illness. The concentrations of activated TGF-β1 protein in the serum samples of patients and controls were measured by quantitative sandwich ELISA technique, using commercially available kits (Qantakine®, R&D systems, Abingdon, UK). Before assay, the latent TGF-β1 contained in sera was activated to the immunoreactive form using acid activation and neutralization. The results were calculated by reference to the standard curve and expressed as ng/ml. Table 1 presents the serum concentrations of TGF-β1 in patients and healthy controls.

<table>
<thead>
<tr>
<th>TGF-β1 concentrations (mean±SD)</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>SLE</td>
<td></td>
</tr>
<tr>
<td>total (n=53)</td>
<td>8.88 ± 3.79</td>
</tr>
<tr>
<td>male (n=7)</td>
<td>8.57 ± 2.72</td>
</tr>
<tr>
<td>female (n=46)</td>
<td>8.93 ± 3.95</td>
</tr>
<tr>
<td></td>
<td>male vs female p = 0.82</td>
</tr>
<tr>
<td>Healthy controls</td>
<td></td>
</tr>
<tr>
<td>total (n=66)</td>
<td>32.99 ± 24.84</td>
</tr>
<tr>
<td>male (n=13)</td>
<td>60.98 ± 31.32</td>
</tr>
<tr>
<td>female (n=53)</td>
<td>26.12 ± 17.34</td>
</tr>
<tr>
<td></td>
<td>male vs female p &lt;0.001</td>
</tr>
<tr>
<td>Significance</td>
<td>SLE vs HC p&lt;0.001</td>
</tr>
</tbody>
</table>

Table 1. TGF-β1 concentrations (ng/ml 9) in SLE patients and healthy controls.

Our results showed significantly lower levels of active TGF-β1 in lupus patients compared with healthy individuals (p<0.001). These data are in principal agreement with other studies [Jin et al., 2011; Lu et al., 2004]. In addition to the decreased TGF-β1 serum concentrations in SLE patients, the authors of these studies also reported an association between lower TGF-β1 and disease activity, as well as the development of organ damage [Jin et al., 2011; Lu et al., 2004]. Taken together, these observations support the role of TGF-β1 in SLE pathogenesis and modulation of disease expression. In our study, we also observed a large interindividual
variation in serum TGF-β1 levels among healthy subjects. This variation might be partly due to the possible influence of some endogenous factors, such as gender and age on the production of TGF-β1. Given this supposition, we examined TGF-β1 levels in the context of age and gender in both healthy and affected individuals. The highest levels of TGF-β1 were found in men among the healthy subjects. In SLE patients such a correlation between serum levels of TGF-β1 and gender was not observed (Table 1), which could be explained with the fact, that only men individuals with genetic predisposition to lower TGF-β1 production developed SLE or down regulation of TGF-β1 by disease progress. Additionally, age was positively correlated with serum TGF-β1 in healthy controls. TGF-β1 serum levels were lower in individuals under 45 years and higher in those aged over 45 years (P<0.001) among healthy controls as shown in Figure 1. In SLE patients, there was not a relationship between age and serum TGF-β1 levels. Thus, healthy individuals showed a pattern in which serum TGF-β1 was higher in men and elder people. It seems likely that age- or gender-specific cytokine differences could play a role in the observed age- and gender-related incidence patterns observed in SLE [Petri M, 2002]. These data allow us to hypothesis that high levels of serum TGF-β1 may protect against autoimmunity in men as well as low levels of serum TGF-β1 may predispose to the onset of autoimmunity in younger individuals.

Nowadays, it is considered that the control of TGF-β1 production is complex, but it has been estimated that 54% of its production is under genetic control [Grainger et al., 1999]. In this regard, we analyzed the serum levels of TGF-β1 in relation to various genotypes of -509C/T polymorphism of TGFB1 in 52 healthy controls (n = 21 for CC, 15 for CT, and 16 for TT) and in 48 SLE patients (n = 17 for CC, 24 for CT, and 7 for TT). As the mean TGF-β1 levels varied significantly by case-control status (P<0.001), patients and controls were proceeded separetly for the genotype-serum levels analysis. The results are presented on Figure 2. Among healthy individuals the highest TGF-β1 concentration was detected in individuals with TT genotype (mean ± SD, 56.9 ± 28.6 ng/ml) compared to those with CC genotype (mean ± SD, 29.5 ± 21.1

Figure 1. Mean (±SD) serum TGF-β1 concentrations (pg/ml) in SLE patients and healthy controls according to the age of individuals.
ng/ml; p = 0.001) and those with CT genotype (mean ± SD, 25.7 ± 18.8; p = 0.002). Besides the level of serum TGF-β1 in patients was found to be lower than in control subjects (Figure 1), significantly higher TGF-β1 levels were observed in SLE patients having the TT genotype (mean ± SD, 9.8 ± 2.6 ng/ml) compared to patients with CC genotype (mean ± SD, 6.7 ± 2.6 ng/ml; p=0.023). Overall, individuals with TT homozygous genotype had higher serum TGF-β1 concentration in comparison to those with either CC homozygous genotype or CT heterozygous genotype.

The study of Awad and colleagues related the carriage of GG homozygous genotype in position +915 of TGFB1 to significantly higher TGF-β1 production in peripheral blood leukocytes [Awad et al., 1998]. However, Lu et al., 2004 also, analyzing the serum levels of TGF-β1 as well as the TGF-β1 production of unstimulated and stimulated peripheral blood mononuclear cells, did not observe functional correlations with TGF-β1 production and -509 and codon10 alleles. The authors raise the question whether the lower serum TGF-β1 level that cause defective immune regulation in SLE is primarily under genetic control or secondary to the influence of ongoing cellular interactions in the cytokine context. The data from our preliminary study shown that a number of factors such as age, sex, presence of disease, and allele variants of -509 C/T SNP in the gene for TGF-β1 influence the level of this cytokine in the serum. Thus, a genetically controlled low production of TGF-β1 is a predisposing factor for the loss of negative regulation found in SLE and may constitute an important component of the genetically determined susceptibility to this disease and the autoimmune events responsible for its pathogenesis, developed under appropriate environmental stimuli.

![Figure 2. Mean (± SD) serum TGF-β1 concentrations (ng/ml) in SLE patients and healthy controls according to the genotypes of -509 C/T polymorphism of TGFB1. * p < 0.05, ** p <.01](image-url)
4. Role of IL-10 and TGF-β1 genotypes as risk factor for appearance of SLE

4.1. Role of IL-10 promoter polymorphism in susceptibility and clinical manifestation of SLE

Several evidences suggest that IL-10 could be a strong candidate gene influencing SLE susceptibility. IL-10 gene has been mapped to chromosome 1q31-32, which is a susceptibility region for SLE (LOD=3.79) [Johanneson et al., 2002]. It is also homologous to a murine SLE susceptibility region [Tsao et al., 1997]. More recently, Gateva et al., 2010 performed a large-scale replication study involving 1,310 cases and 7,859 controls, and identified 21 additional candidate susceptibility loci for SLE. Among the newly identified SLE loci is IL-10. However, in spite of the considerable number of genetic studies performed, no definitive result about its involvement in SLE susceptibility was achieved. Some works showed significant associations between IL-10 microsatellites or SNPs with SLE susceptibility or with the development of certain clinical or immunological features [Rood et al., 1999; D’Alfonso et al., 2002; Schotte et al., 2004; Chen et al., 2006; Sung et al., 2006; Chong et al., 2006; Rosado et al., 2008] while other studies indicated that these polymorphisms did not appear to have any relevance in the disease [Alarcón-Riquelme et al., 1999; Van der Linden et al., 2000; Dijstelbloem et al., 2002; Guarnizo-Zuccardi et al., 2007]. The role of IL-10 genotypes has been recently reviewed by Lopez et al., 2010. The more recent association studies dealing IL-10 promoter polymorphisms for SLE susceptibility are summarized on Table 2.

With respect to microsatellite variants, different alleles of IL10.G have been reported to be associated with SLE incidence in various populations. Thus, frequency of IL10.G9 allele (21 CA repeats) was significantly decreased in European [D’Alfonso et al., 2000, D’Alfonso et al., 2002, Eskdale et al., 1997] and Mexican-American [Mehrian et al., 1998] SLE patients, whereas the long alleles IL10.G10, G11 and G13 (with a CA repeat number greater than 21) were significantly increased in Mexican-American [Mehrian et al., 1998], Italian [D’Alfonso et al., 2000, D’Alfonso et al., 2002] and British [Eskdale et al., 1997] patients respectively. On the contrary, an increase in IL10.G4 (short allele) was reported in Chinese patients [Chong et al., 2004] whereas no significant differences in IL10.G alleles were detected in other cohorts [Schotte et al., 2004, Alarcon-Riquelme et al., 1999; Johansson et al., 2002]. Recently, a large meta-analysis summarized the results focused on the role of IL-10 promoter polymorphisms for SLE susceptibility from 16 published case-control studies involving a total of 2391 SLE patients and 3483 controls [Nath et al., 2005]. The results of the meta-analysis performed by Nath et al., 2005 showed a significant association between SLE and the G11 allele of IL10.G (OR=1.279, 95% CI; 1.027±1.593, P=0.028) in whole populations, and IL-10 promoter -1082G allele was associated with SLE in Asians (OR=1.358, 95% CI; 1.015±1.816, P=0.039). It has been reported that LPS-stimulated cells from individuals carriers of the IL10.G allele with 26 CA repeats presented higher IL-10 production than those from carriers of short alleles [Eskdale et al., 1998], suggesting that long alleles might be responsible for a high IL-10 production. Thus, accordingly to these data, high IL-10 producer genotypes (with more than 21 CA repeats) could be associated with SLE susceptibility, while presence of short alleles could confer a protective effect [Chen et al., 2006; D’Alfonso et al., 2002].
<table>
<thead>
<tr>
<th>Polymorphisms</th>
<th>Association</th>
<th>SLE/contr.</th>
<th>Population</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>IL10G, IL10R</td>
<td>Association of IL10.G11 allele in whole populations; Association of -1082G allele with SLE in Asians</td>
<td>2391/3483</td>
<td>Meta-analysis</td>
<td>Nath et al., 2005</td>
</tr>
<tr>
<td>-1082; -819; -592</td>
<td>No association with susceptibility</td>
<td>350/330</td>
<td>Korean</td>
<td>Sung et al., 2005</td>
</tr>
<tr>
<td>-592 A/C</td>
<td>Association of -592C with SLE activity</td>
<td>237/304</td>
<td>Taiwanese</td>
<td>Chen et al., 2006</td>
</tr>
<tr>
<td>IL10G</td>
<td>Increased G9 and decreased G8 in SLE</td>
<td>195/159</td>
<td>Thai</td>
<td>Hirankarn et al., 2006</td>
</tr>
<tr>
<td>-1082; -819; -592</td>
<td>Association of ACC/ACC with susceptibility to SLE</td>
<td>116/51</td>
<td>Spanish</td>
<td>Rosado et al., 2008</td>
</tr>
<tr>
<td>-1082; -819; -592</td>
<td>No association</td>
<td>110/138</td>
<td>Chinese</td>
<td>Yu et al., 2010</td>
</tr>
<tr>
<td>IL10G, IL10R</td>
<td>No association of microsatellites Increased GCC in SLE</td>
<td>103/300</td>
<td>Polish</td>
<td>Sobkowiak et al., 2009</td>
</tr>
<tr>
<td>-1082; -819; -592</td>
<td>Increased GCC in SLE</td>
<td>172/215</td>
<td>Taiwanese</td>
<td>Lin et al., 2010</td>
</tr>
<tr>
<td>-1082; -819; -592</td>
<td>No association</td>
<td>157/126</td>
<td>Bulgarian</td>
<td>Miteva et al., 2010</td>
</tr>
</tbody>
</table>

**Table 2.** Association of IL-10 promoter polymorphisms - IL10G, IL10R, -1082G/A (rs1800896), -819C/T (rs1800871), -592A/C (rs1800872), with SLE. Association studies published after 2005 years are given only.

Conflicting results were also obtained after examining the possible association between SLE susceptibility and SNPs at -1082, -819, and -592 positions of IL-10 gene in the different populations in which they were investigated. The frequency of high IL-10 producers (carriers of -1082G allele or GCC haplotype) has been found to be increased in several works with Asian [Nath et al., 2005; Hirankarn et al., 2006] or European [Rosado o et al., 2008; Sobkowiak et al., 2009] patients, although most of the studies performed in Caucasian populations did not show significant associations [Lazarus et al. 1997, Guarnizo-Zuccardi et al, 2007; Koss et al., 2000; Suárez et al., 2005; Dijstelbloem et al., 2002; Van der Linden et al., 2000; Crawley et al., 1999].

Rosado et al., 2008 found that the GCC haplotype frequency was significantly higher in Spanish patients with SLE. To assess the functional role of genotypes, they also quantified serum IL-10 levels from patients and controls and found higher serum IL-10 levels in patients. On the basis of these data, they suggest that the IL-10 promoter haplotype that produces higher levels of cytokine is associated with SLE in Spanish population. Similar are the results and final conclusion of the study performed by Sobkowiak et al., 2009; despite the higher prevalence of the GCC/GCC, GCC/ATA and ATÁ/ATA genotypes in SLE patients than in controls, they
observed that only GCC/GCC genotype was significant more frequent in SLE. Hence, the conclusion suggests the GCC/GCC promoter genotype may contribute to SLE incidence in Polish patients. A very recent study investigated the association between of IL-10 promoter polymorphisms (-1082, -819 and -592) with SLE in a total of 172 Taiwanese patients and 215 controls reported an association of IL-10 ATA haplotype with SLE in Taiwanese population [Lin et al., 2010]. In another Asian population, an association of ACC/ACC haplotype of IL-10 in susceptibility to SLE has been observed by Hirankarn et al., 2006.

In this regard, we investigated the role of -1082A/G promoter polymorphism of IL-10 gene as risk factor for development and clinical manifestations of SLE in Bulgarian population. Our preliminary results did not reveal a significant association of -1082 SNP in IL-10 with SLE [Miteva et al., 2010]. New data for the distribution and the frequencies of the -1082A/G alleles and genotypes among the SLE patients and healthy controls are presented on Table 3. The results of our case-control study based on 157 patients with SLE and 166 unaffected control individuals showed that the genotype distribution is consistent with those published for other Caucasian type control cohorts [Lopez et al., 2010]. We also found the prevalence of homozygous GG genotype in SLE cases (27%) compared to the controls (13%) with OR = 1.185 (95% CI = 0.58±2.45), although the difference did not reach statistical significance (p=0.548). In addition, we observed an increased frequency of GG genotype compared to the reference AA genotype in patients with antiphospholipid syndrome (APS) (27%) compared with patients without APS (14%) with OR = 2.750, 95% CI = 0.910 ÷ 8.347, p = 0.074). This suggests that carriage of a higher IL-10 producing genotype is a risk factor for antiphospholipid autoantibody production and APS appearance, thus having a modifying effect on the clinical presentation of the disease.

<table>
<thead>
<tr>
<th>rs1800896-10</th>
<th>Genotype</th>
<th>Allele</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>82 A/G</strong></td>
<td><strong>IL10</strong></td>
<td></td>
</tr>
<tr>
<td>AA n (%)</td>
<td>AG n (%)</td>
<td>AG+AA</td>
</tr>
<tr>
<td>SLE (n=157)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>56</td>
<td>74</td>
<td>130</td>
</tr>
<tr>
<td>(36%)</td>
<td>(47%)</td>
<td>(73%)</td>
</tr>
<tr>
<td>AG+AA n (%)</td>
<td>AG+GG n (%)</td>
<td>GG n (%)</td>
</tr>
<tr>
<td>101</td>
<td>27</td>
<td>186</td>
</tr>
<tr>
<td>(74%)</td>
<td>(27%)</td>
<td>(59%)</td>
</tr>
<tr>
<td>AG+GG n (%)</td>
<td>G n (%)</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>128</td>
<td></td>
</tr>
<tr>
<td>(14%)</td>
<td>(41%)</td>
<td></td>
</tr>
<tr>
<td>GG n (%)</td>
<td>A n (%)</td>
<td>G n (%)</td>
</tr>
<tr>
<td>27</td>
<td>186</td>
<td>128</td>
</tr>
<tr>
<td>(27%)</td>
<td>(59%)</td>
<td>(41%)</td>
</tr>
<tr>
<td><strong>HC (n=166)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>59</td>
<td>83</td>
<td>142</td>
</tr>
<tr>
<td>(36%)</td>
<td>(50%)</td>
<td>(86%)</td>
</tr>
<tr>
<td>107</td>
<td>24</td>
<td></td>
</tr>
<tr>
<td>(64%)</td>
<td>(14%)</td>
<td></td>
</tr>
<tr>
<td>201</td>
<td>131</td>
<td></td>
</tr>
<tr>
<td>(61%)</td>
<td>(39%)</td>
<td></td>
</tr>
<tr>
<td><strong>OR (95% CI)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.844</td>
<td>0.793</td>
<td>0.814</td>
</tr>
<tr>
<td>(0.41±1.72)</td>
<td>(0.40±1.56)</td>
<td>(0.43±1.54)</td>
</tr>
<tr>
<td>1</td>
<td>ref</td>
<td>ref</td>
</tr>
<tr>
<td>0.947</td>
<td>(0.68±1.31)</td>
<td>(0.76±1.47)</td>
</tr>
<tr>
<td><strong>p</strong></td>
<td>0.614</td>
<td>0.471</td>
</tr>
<tr>
<td>0.5</td>
<td>0.735</td>
<td></td>
</tr>
<tr>
<td><strong>OR (95% CI)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.0</td>
<td>0.939</td>
<td>-</td>
</tr>
<tr>
<td>ref</td>
<td>(0.56±1.57)</td>
<td>(0.61±1.61)</td>
</tr>
<tr>
<td>0.994</td>
<td>1.185</td>
<td>1</td>
</tr>
<tr>
<td>1.056</td>
<td>(0.58±2.42)</td>
<td>ref</td>
</tr>
<tr>
<td><strong>p</strong></td>
<td>0.799</td>
<td>-</td>
</tr>
<tr>
<td>0.735</td>
<td>0.614</td>
<td>0.471</td>
</tr>
</tbody>
</table>

**Table 3.** Genotypic and allelic frequency of gene polymorphism at position -1082 A/G in IL-10 gene in SLE patients and controls.
The presence of autoantibodies, mainly directed against nuclear antigens (ANAs), is one of the most characteristic features of SLE. The effect of IL-10 genotypes did not seem to be especially relevant, although it has been reported an increased prevalence of antibodies against several extractable nuclear antigens (anti-ENA) in patients with the allele IL-10.G9 [Eskdale, et al., 1997], and the presence of anti-Sm antibodies was found significantly overrepresented among patient carriers of G14 and G15 alleles and R2-G15 and R2-G14 haplotypes [Schotte et al., 2004]. An association of the carriage of low IL-10 producer alleles such as IL10.G13 allele with the presence of antecardiolipin IgM antibodies and IL10.G8 allele with neurological affection has been reported in Taiwanese patients with SLE [Chen et al., 2006], results very similar to the data from our study.

Considering increased circulating levels of IL-10 have been consistently reported in the sera of patients with SLE, it is possible that different cytokine production may not only influence the autoantibody production, but also the clinical presentation of the disease. However, there were no definitive data on the association of IL-10 polymorphisms and specific clinical manifestations, probably due to the heterogeneity of the disease. For instance, renal involvement has been associated with both high (GCC) [Lazarus et al., 1997, Zhu et al., 2005] and low (ATA) [Mok et al., 1999] IL-10 producer genotypes. High prevalence of neuropsychiatric [Rood et al., 1999; Chen et al. 2006] and cardiovascular disorders [Fei et al., 2004] has been reported in patients with low genetic production whereas high IL-10 production has been linked to an increased incidence of serositis, hematological disorder [Chong et al.], SLICC/ACR Damage Index [Sung et al., 2006] and presence of discoid or mucocutaneous lesions [Suárez et al., 2005; Alarcón-Riquelme et al., 1999]. This last association was supported by the increased frequency of the high producer -1082G allele observed in patients with discoid lupus erythematosus [Suárez et al., 2005; Van der Linden et al., 2000] and by the fact that cutaneous manifestations improved in SLE patients under anti IL-10 monoclonal antibody treatment [Llorente et al., 2000]. In conclusion IL-10 promoter SNPs alone have not exhibits strong association with SLE susceptibility, but their role can't be excluded. Each polymorphism in regulatory regions of gene, may either directly influence gene expression or indirectly via tight linkage with other polymorphisms occurring elsewhere in the same or in other cytokine gene. A particular combination of SNPs on cytokine genes in individual genotype has different impacts on induced cytokine production. Miteva and Stanilova investigate the combined effect of -1082A*G in IL10 and +16974A*C in IL12B SNPs on induced cytokine production by stimulated peripheral blood mononuclear cells isolated from healthy donors (Miteva, Stanilova, 2008). Results demonstrated that the production of IL-10 from PBMC depended on both, -1082A*G in IL10 and +16974A*C in IL12B polymorphisms and the presence of high producer IL-12p40 genotype led to diminished production of IL-10 determined by -1082*G-allele of SNP in IL10. In the same vein, we suppose that individuals with genotype which combine SNPs responsible for higher production of IL-10 simultaneously with lower production of TGF-β1 should be more susceptible to SLE.
4.2. Role of TGB-β1 genetic polymorphisms in susceptibility and clinical manifestation of SLE

Regarding the association between decreased TGF-β1 serum levels and the development of autoimmunity, the mechanisms which control the concentration of TGF-β1 in plasma are under extensive investigations. The concentration of both latent complex and active TGF-β1 in plasma has been shown to be predominantly under genetic control [Grainger et al., 1999]. In light of these findings TGF-β1 gene is a functional candidate gene for genetic predisposition in systemic lupus erythematosus.

The presence of polymorphisms in the TGFB1 locus may indicate predisposition to diseases, such as systemic lupus erythematosus that have been linked here and elsewhere [Caserta et al., 2004; Lu et al., 2004] to the circulating levels of TGF-β1. To test this hypothesis, we performed a population based case-control study to investigate the association of -509C/T polymorphism of the TGFB1 gene with susceptibility to SLE [Manolova et al., 2012]. In this investigation, the change at position -509C/T in the TGFB1 gene (rs1800469) was studied using RFLP-PCR among 147 cases with SLE and 134 normal Bulgarian subjects. The genotype distribution and allele frequencies of -509C/T SNP in gene promoter of TGFB1 among SLE patients and healthy donors are presented in Table 4.

Table 4. Genotypic and allelic frequency of gene polymorphism at position -509 in TGFB1 gene in SLE patients and controls
The genotype distribution for TGFB1 -509C/T polymorphism was in agreement with Hardy-Weinberg equilibrium among cases (χ²=2.00; p=0.367) and controls (χ²=2.237; p=0.326). Homozygous CC genotype was found in 32.2% of patients and 36.8% of control subjects, heterozygous CT genotype was observed in 53% of SLE patients and 42.5% of controls, homozygous TT genotype was detected in 14.8% of cases and 21.6% of controls. There were no significant differences in the genotype (p=0.155) and allele (p=0.694) frequencies of -509C/T polymorphism of the TGFB1 gene between SLE patients and controls. However, we observed a higher frequency of heterozygous CT genotype (OR = 1.827; 95% CI 0.91±3.69; p = 0.068) and lower frequency of TT genotype (OR = 0,759; 95% CI: 0.36±1.59; p=0.428) in SLE patients compared to healthy controls. In logistic regression analysis the presence of allele C in the genotype (CT + CC versus TT) was associated with a 1.6 times higher risk of developing systemic lupus erythematosus.

Genotype and allele frequencies of -509C/T polymorphism in TGFB1 which we established in Bulgarian population were comparable to those found in other populations. However, the available data in the literature reveal the existence of ethnic differences in frequencies of the allele variants of this polymorphic marker (Table 5). C allele had the higher representation among Europeans in French [Cambien et al., 1996], German [Wu et al., 2008] and British [Awad et al., 1998] studies with a frequency of 65 to 76 percent, while among healthy individuals from different Asian ethnicities T allele occurs more frequently or almost equally with the C allele [Amirghofran Z, 2009; Zhang et al., 2009; Chung et al., 2007]. In Bulgarian population allele C is slightly more common and was found in 57% of healthy subjects and in 59% of cases with SLE.

<table>
<thead>
<tr>
<th>Locus</th>
<th>Allele</th>
<th>Frequency (%) among healthy controls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Bulgarian study</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Data from this study</td>
</tr>
<tr>
<td>-509</td>
<td>C</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>T</td>
<td>43</td>
</tr>
</tbody>
</table>

Table 5. Interethnic differences in allele frequencies of -509C/T SNP in TGFB1 in healthy controls.

According to our knowledge there are only a limited number of studies aiming to evaluate the possible role of polymorphisms in the TGF-β1 gene as predisposing factors for SLE, but the results of these studies are contradictory. The polymorphisms in of -509C/T SNP in TGF-β1 have been explored in SLE only by three research teams [Lu et al., 2004; Caserta et al., 2004; Vuong et al., 2010]. In overall, the contradictory results in the literature could be explained by the genetic heterogeneity of SLE in different populations and possible sample stratification. Table 6 summarizes the association studies dealing TGF-β1 gene polymorphisms for SLE susceptibility.
Table 6. Association of TGF-β1 gene polymorphisms with SLE.

Lu et al. conducted a case-control study involving 134 patients and 182 healthy individuals of Taiwanese origin to evaluate the association of -509C/T SNP in TGFβ1 with susceptibility to systemic lupus erythematosus [Lu et al., 2004]. In the same study, authors investigated also association of some others TGFβ1 single nucleotide polymorphisms, including -988C/A, -800G/A, +869T/C (Leu10Pro), and +915 G/C (Arg25Pro) with susceptibility to SLE and shown that none of the TGFβ1 SNPs was strongly associated with SLE in Taiwanese patients. They conclude that these polymorphisms do not represent a genetic predisposition to SLE. In another study, Schotte and colleagues investigated the +915G/C polymorphism at codon25 and did not found any association between this polymorphism and SLE in German population [Schotte et al., 2003]. In addition, authors found no association of major disease manifestations or specific autoantibodies with TGFβ1 genotypes or alleles. The authors conclude that +915G/C polymorphism in TGFβ1 neither significantly contributes to the disease susceptibility, nor predisposes to clinical and immunological manifestations typical of SLE. Also, there were no significant associations between several SNPs from the TGFβ1 including -509C/T, +869T/C,
intronic G/T (rs2241715), and 3’-UTR A/G (rs6957) with SLE or with lupus nephritis in Sweden population [Vuong et al., 2010].

In contrast to these data are the results obtained by Guarnizo-Zuccardi et al., 2007 for several cytokine gene polymorphisms in Colombian patients with SLE. They analyze the relation between the +868T/C and the +915G/C SNP in \( \text{TGFB1} \) with the development and clinical manifestations of SLE. The authors found a strong association of SLE with the TGF-\( \beta_1 \) codon25 C allele, associated with decreased TGF-\( \beta_1 \) production and found lower rates of higher-producing GG genotype and a higher frequency of heterozygous genotypes in this polymorphic marker in patients with SLE. As for the +868T/C polymorphism at codon10, Guarnizo-Zuccardi et al., 2007 did not observe association between SLE and codon10 when analyzing independently, but they found a significant association when the haplotypes codon10/20 were evaluated, which could be because of the linkage disequilibrium between the two SNPs. This extended genotypic analysis revealed a lower frequency of high TGF-\( \beta_1 \) producers – haplotype 10/25 T/T-G/G in Colombian patients with SLE. Unlike the relationship of +868T/C and +915G/C SNPs of the \( \text{TGFB1} \) gene to disease susceptibility, they found no association between clinical features of the disease and the polymorphisms studied. As opposed to this report, Wang et al., 2007 did not find an impact of +869T/C polymorphism in TGF-\( \beta_1 \) gene on disease susceptibility in population-based case-control study involving 196 patients with SLE and 106 healthy controls in Japan. However, they found an association between +869T/C \( \text{TGFB1} \) polymorphism and several clinical features of SLE. The carriage of TT genotype of +869T/C polymorphism which is associated with a lower serum TGF-\( \beta_1 \) level was related to the occurrence of aseptic necrosis and higher incidence of anti-SSA/Ro antibodies in SLE patients. Consistent with the last finding, the children with the TT +869T/C genotype of \( \text{TGFB1} \) gene have been reported to be more susceptible to anti-SSA/Ro antibody-associated congenital hear block [Clancy et al., 2003].

Systemic lupus erythematosus is a heterogeneous disease with diverse clinical manifestations that range could be due to genetic factors. In this regard, we also analyzed the effect of the -509C/T polymorphism in \( \text{TGFB1} \) the clinical manifestations evolved in the course of the disease [Manolova et al., 2012]. The results of our study demonstrated a weak association of -509C/T polymorphism of \( \text{TGFB1} \) with clinical manifestations of SLE. The carriage of the heterozygous genotype was associated with about 2-fold higher risk for the occurrence of hematological manifestations (OR=2.41; 95%CI: 1.10±5.32; \( p=0.016 \)) and antibodies against dsDNA (OR = 2.0; 95% CI: 0.96±4.2, \( p = 0.045 \)) in lupus patients, while the CC genotype is a protective factor for these events. Based on our and others data, we could assume the TGF\( \beta_1 \) gene polymorphisms as one of the genetic factors that explain the heterogeneity seen in SLE.

5. Conclusions

In recent years, efforts have been made to identify genes involved in the genetic predisposition and severity of SLE. During the last two decades, many of the ‘candidate’ cytokine genes
implicated in SLE development have been identified and was summarized in this review. SLE is clinically heterogeneous and genetically complex, and we expect that individual genes and cytokine patterns will be more or less important to different disease manifestations and subgroups of patients. Defining these genotype-cytokine-phenotype relationships will increase our understanding of both initial and progression disease pathogenesis.

In ours and others studies have been analyzed the association of IL-10 and TGF-β1 genetic variants with susceptibility to and outcome of SLE, showing variable results in most cases. However, it is known that the actions of cytokines may be profoundly conditioned by the presence of other cytokines, this being particularly true in the case of IL-10 and TGF-β1. New studies of particular combinations of SNPs on these cytokine genes in individual genotype and their impacts on the induced cytokine production could reveal the relation with susceptibility and clinical presentation of autoimmunity diseases.
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1. Introduction

The innate and adaptive immune systems have been reported to play an important role in the pathogenesis of glomerular diseases. Since viral infection may sometimes trigger the development of inflammatory renal disease or the worsening of pre-existing renal disease, recent studies have focused on the involvement of toll-like receptors (TLRs) and their signaling pathways in the inflammatory processes of glomerular cells [1]. Recognition of the molecular pattern of a pathogen, which is distinguishable from host molecules, is important in innate immunity, and TLRs are specialized in the pattern recognition of pathogen molecules. The activation of TLRs and their downstream immune responses can be induced not only by infectious pathogens, but also by non-infectious stimulation, such as endogenous ligands, and this mechanism may be involved in the pathogenesis of autoimmune renal diseases [1-3]. Viral double-stranded RNA (dsRNA) can activate not only TLR3 located in intracellular endosomes, but also retinoic acid-inducible gene-I (RIG-I)-like helicases receptors located in the cytosol [4]. RIG-I and melanoma differentiation-associated gene-5 (MDA5) are members of RNA helicase family in the cytosol, and both act as pathogen recognition receptors [5]. Therefore, RIG-I and MDA5 may also involved in the pathogenesis of autoimmune renal diseases [6-8].

Recent studies revealed the expressions of TLRs in resident renal cells, suggesting the involvement of the TLR signaling pathway in the pathogenesis of glomerular diseases [1-3]. Once presumptive antigenic ligands bind to TLRs, the activation of transcriptional factors, such as interferon regulatory factors (IRF) and nuclear factor kappa B (NF-κB) is induced through intracellular signaling cascade activation. The activation results in the
release of adhesion molecules, cytokines and chemokines, which play a pivotal role in the innate and adaptive immune responses [1-3]. For example, the activation of mesangial TLR 3 during hepatitis C virus (HCV) infection contributed to chemokine/cytokine release and caused proliferation and apoptosis in the pathogenesis of HCV glomerulonephritis [9]. This is direct evidence of the involvement of TLRs in the inflammatory processes of viral-induced glomerulonephritis. It has been reported that glomerular mesangial cells (MCs) produce a wide variety of pro-inflammatory molecules that play an important role in immune and inflammatory reactions in the kidney [10]. In an experimental setting, the activation of mesangial TLR3 induced by polyinosinic-polycytidylic acid (poly IC), an authentic dsRNA, upregulated the expression of matrix metalloproteinase 9 (MMP9), plasminogen activator inhibitor type 1, and tissue plasminogen activator in human MCs. These findings suggest that viral RNA can influence the generation and degradation of the extracellular matrix in the mesangium in ways other than through direct viral stimulation, and, subsequently, the possible development of glomerulosclerosis might occur [11, 12]. Furthermore, in another set of experimental studies using poly IC-stimulation, MCs have been reported to express functional molecules such as interleukin (IL)-6 [6], CC chemokine ligand (CCL) 2 (or monocyte-chemoattractant protein-1, MCP-1) [13], and CCL5 (or regulated on activation, normal T-cell expression and secretion, RANTES) [9].

Like TLR3, RIG-I and MDA5 may detect viral RNAs and mediate immune reactions against RNA viruses [4, 14]. It has been reported that RIG-I, and not TLR3, mediated the secretion of type I interferon (IFN) in poly IC/cationic lipid complex-treated glomerular endothelial cells [15]. In contrast, other investigators have reported that, in MCs, RIG-I was not involved in the poly IC-induced expression of IL-6 [13] or MMP9 [11], while TLR3 was involved in that system. In an interesting experiment using TLR3 signaling-deficient mice, it has been reported that MDA5, but not RIG-I, was required for signaling induced by poly IC/cationic lipid complex in murine MCs [6]. The cells transfected with poly IC/cationic lipid complex is thought to be a model of entry of RNA virus into the cytoplasm. However, the precise role of RIG-I in mesangial inflammation remains to be elucidated. Since there are few data on the role of RIG-I, and the interaction between TLR3, MDA5 and RIG-I in human glomerular diseases, we performed several experiments using cultured normal human MCs. We found that the involvement of novel RIG-I-mediated signaling pathways in mesangial inflammation in human MCs [8, 15-17]. These signaling pathways may be involved in the pathogenesis of human glomerular diseases.

2. RIG-I and lupus nephritis

We previously found significant expression of RIG-I in the glomeruli of biopsy specimens from patients with lupus nephritis, and the level of expression correlated with the severity of the acute inflammatory lesions (Figure 1.) [18].
Figure 1. Glomerular immunoreactivity for RIG-I was detectable in cases of diffuse proliferative lupus nephritis, and an intense granular pattern of immunofluorescence was observed in a mesangial area and capillary loop distribution (Suzuki et al. NDT 2007).

In addition, we found that the levels of RIG-I mRNA in the urinary sediment of patients with lupus nephritis were higher than those in patients with IgA nephropathy and controls [19]. Interestingly, repeated measurements of the mRNA expression of RIG-I in the urinary sediment of lupus patients revealed a reduction in the expression following immunosuppressive treatment [19]. These findings suggest that RIG-I may be involved in the acute inflammatory process in human lupus nephritis. These clinical observations led us to conduct the following experimental studies.

In order to examine the involvement of RIG-I in lupus nephritis, we conducted experimental studies using human MCs in culture. Because Th1-derived cytokines are known to be key mediators in the progression of lupus-associated renal injury, and IFN-γ is one of the major Th1 type cytokines with potent proinflammatory effects through the upregulation of IFN-inducible genes [3], the effects of IFN-γ on the expression of RIG-I in human MCs in culture were examined. As a result, IFN-γ treatment resulted in a concentration-dependent upregulation of the expression of RIG-I mRNA and protein in human MCs. The treatment of cells with IFN-γ also induced the expression of mRNA for both IRF1 and IRF7, which are important IFN-inducible transcriptional factors [15]. Furthermore, knockdown of RIG-I expression by small interfering RNA (siRNA) inhibited the IFN-γ-induced expression of IRF7, but not that of IRF1. In contrast, IFN-γ did not induce the expression of IFN-β, which is known to be a target gene of IRF-7, in MCs (Figure 2.) [15].
Figure 2. The cells were transfected with siRNA against RIG-I or a negative control non-silencing siRNA. At 24 h after the transfection, the cells were treated with 5 ng/ml IFN-γ for 24 h. (A) RNA was extracted from the cells and RT-PCR analyses for RIG-I, IRF1, IRF7, IFN-β and GAPDH were performed. (B) The cells were lysed and the lysates were subjected to western blot analysis for RIG-I, IRF7 and actin. (Imaiizumi, et al. Lupus 2010)

Interestingly, the pretreatment of cells with dexamethasone inhibited the IFN-γ-induced expression of MCP-1 mRNA but did not affect the induction of mRNA for RIG-I or IRF7 in MCs. The induction of MCP-1 mRNA by IFN-γ was not inhibited by the knockdown of NF-κB p65, indicating that the NF-κB signaling pathway was not involved. Our results suggest selective regulation of the expression of IRFs by RIG-I in human MCs. The function of IRF7 has been well studied, mainly in dendritic cells and in mouse embryonic fibroblasts, and IRF7 is thought to be an important transcriptional factor that affects anti-viral responses by inducing the production of type I IFN [20]. However, neither IFN-γ treatment nor knockdown of RIG-I affected the expression of IFN-β in MCs. Although the functional significance of IRF7 expression in MCs remains to be elucidated, our recent observations suggest that the IFN-γ/RIG-I/IRF7 signaling pathways may be involved in the pathogenesis of lupus nephritis [15]. To date, it has been reported that TLR3, TLR4, TLR7 and TLR9 may play a role in the modulation of inflammatory processes in lupus nephritis [1, 3]. TLR7 and TLR9 recognize mammalian nucleic acids as well as bacterial DNA or viral single-stranded RNA (ssRNA), suggesting that the generation of some autoantibodies may be attributable to a possible role of TLR7 and TLR9 in selected patients with lupus nephritis [21]. Our previous clinical and experimental observations provide additional knowledge in the pathogenesis of lupus nephritis, although this remains preliminary. We believe that the involvement of the newly observed the IFN-γ/RIG-I/IRF7 pathway in MCs may contribute to mesangial inflammation, and the intervention of these signaling pathway may lead to the development of an optimal
future therapeutic strategies in lupus nephritis. Further clinical and experimental issues remain to be examined in future studies [22].

3. TLR3 and RIG-I in human MCs

Viral dsRNA is a potent inducer of type I IFNs and the downstream molecules of the innate immune pathway. Thus, in order to evaluate the potential role of RIG-I in response to viral dsRNA in human MC, we treated the cells with poly IC, an authentic dsRNA, in the next experiment. The cells were simply treated with poly IC, not transfected using poly/cationic lipid complex, in this experiment. Treatment with poly IC is a model of cells exposed to viral dsRNA released from dying cells. Stimulation with poly IC resulted in an increase in the expression of both RIG-I mRNA and protein in a concentration- and time-dependent manner, and this was accompanied with CCL5 expression [16]. Furthermore, treatment with RIG-I siRNA significantly lowered poly IC-induced CCL5 expression. In contrast, the poly IC-induced expression of CCL2 mRNA was not affected by RIG-I siRNA (Figure 3). Interestingly, the poly IC-induced RIG-I expression was suppressed in response to treatment with siRNA against TLR3. Furthermore, TLR3 siRNA downregulated the poly IC-induced expressions of TLR3 and IFN-β, but RIG-I siRNA did not affect the expression of either TLR3 or IFN-β. In order to examine the role of IFN-β as a potential mediator of poly IC-induced RIG-I expression, IFN-β siRNA were used. The results showed that the poly IC-induced expressions of IFN-β and RIG-I were markedly inhibited in cells transfected with IFN-β siRNA. Pretreatment of the cells with a blocking antibody against the type I IFN receptor also reduced the poly IC-induced expression of RIG-I. Moreover, pretreatment of the cells with dexamethasone reduced the poly IC-induced expression of both RIG-I and IFN-β, but this treatment had no effect on IFN-β-induced RIG-I expression [16]. Our results suggest that the expression of CCL5 was selectively regulated by RIG-I expression in human MCs, because poly IC-induced CCL5 expression was inhibited in response to the knockdown of RIG-I, while the expression of CCL2 was not affected by treatment with RIG-I siRNA. A recent report suggested that RIG-I, and not TLR3, mediated the secretion of type I IFN in poly IC/cationic lipid complex-treated glomerular endothelial cells [14]. Our findings reveal another aspect of glomerular inflammation, as the cross talk between glomerular endothelial cells and MCs may be an important factor of glomerular inflammation, and the RIG-I/CCL5 pathway in mesangial cells may contribute to glomerular inflammation, particularly after viral infection [16].

Both TLR3 and RIG-I are reported to serve as receptors for viral dsRNA. Our recent study showed that siRNA-mediated knockdown of TLR3 inhibited the poly IC-induced expression of both IFN-β and RIG-I. However, RIG-I knockdown had no effect on poly IC-induced IFN-β expression. Thus, RIG-I may function downstream to TLR3 in the signaling cascade activated by poly IC-induced expression of CCL5 in MCs [16]. In addition, the inhibitory effect of dexamethasone may depend on the suppression of IFN-β production, and not on the IFN-β-induced RIG-I expression. In this signaling pathway in MCs, TLR3 and newly synthesized IFN-β are involved in poly IC-induced RIG-I expression. Since dexamethasone had no effect
on IFN-β-induced RIG-I expression, the inhibitory effect of dexamethasone may depend on the suppression of IFN-β production. On the basis of these results, we propose the TLR3/IFN-β/RIG-I/CCL5 pathway (Figure 4.). This pathway may play an important role in immune and inflammatory reactions against viral infection in MCs. Since a viral infection may sometimes trigger the development of an inflammatory renal disease or the worsening of pre-existing renal disease, we believe that our recent findings are informative enough for the field of nephrology. Interestingly, it has been reported that tacrolimus (Tac) reduces proteinuria and mesangial alterations due to suppression of glomerular IFN-γ mRNA expression in rat models [23]. Thus, an immunosuppressant, Tac, may be a possible candidate for the intervention of these signaling pathways, although this remains to be elucidated in future studies.

**Figure 3.** Knockdown of RIG-I reduces the poly IC-induced expression of CCL5 in human mesangial cells. The cells were transfected with siRNA against RIG-I or control siRNA and then stimulated with 20 mg/ml of poly IC. (A) After 24 h of poly IC treatment, the cells were lysed and western blotting for CCL5 was performed. (B) The cells were incubated for 16 h with poly IC, RNA was extracted, and RT-PCR was performed for RIG-I, CCL5, and CCL2. (C) The culture medium was collected after 24 h, and the concentration of CCL5 was determined by ELISA (n=3, *p<0.01). (Imaizumi, et al. NDT 2010)
Figure 4. Proposed TLR3/IFN-β/RIG-I/CCL5 and IFN-γ/RIG-I/IRF7 signaling pathways in human mesangial cells (See the main document and Ref. no. 15 and 16).

4. TLR3 and IFN-stimulated gene (ISG) 20 in MCs

Interferon (IFN)-stimulated gene 20 (ISG20) is a 3' - to - 5' exonuclease specific for ssRNA and is involved in host defense reactions against RNA viruses [24, 25]. IFNs are key cytokines that regulate antiviral reactions and ISGs are class of major effector molecules for IFNs. Apart from antiviral reaction, ISGs may be involved in the pathogenesis of a lupus model in mice [26]. We addressed the effect of poly IC on the expression of ISG20 in cultured MCs [17]. Poly IC treatment of MCs induced the expression of ISG20 in concentration- and time-dependent manners. Also, treatment of cells with poly IC induced the expression of IFN-β mRNA, but this was not the case with IFN-α. Transfection of the cells with siRNA against TLR3 or IRF3 suppressed the poly IC-induced expression of ISG20 mRNA and protein, while non-silencing control siRNA had no effect. On the other hand, siRNA against RIG-I, MDA5 or p65 did not affect the ISG20 expression (Figure 5.) [17]. Although siRNA may induce the expression of ISG20 nonspecifically, non-silencing control siRNA did not induce the expression of ISG20 under the condition we examined. Moreover, RNA interference against NF-κB p65 failed to inhibit poly IC-induced ISG20 expression.
Figure 5. TLR3 and IRF3 are involved in poly IC-induced ISG20 expression. A. MCs were transfected with non-silencing control siRNA. After incubating for 24 h, RNA was extracted from cells. Expression of ISG20 mRNA was examined by real-time PCR. B. MCs were transfected with siRNA against TLR3, RIG-I, MDA5, p65, IRF3 or a non-silencing control siRNA. 24 h after transfections, the cells were treated for 16 h with 50 μg/ml poly IC and analyzed by real-time PCR for ISG20 mRNA (*p<0.01, n=3) (Imaizumi et al. Nephron Exp Nephrol 2011).

Transfection of the cells with IFN-β siRNA markedly inhibited the poly IC-induced expression of ISG20. Pretreatment of the cells with blocking antibody against type I IFN receptor also reduced the poly IC-induced expression of ISG20. Alternatively, transfection of the cells with an expression plasmid for IFN-β resulted in the over expression of ISG20 (Figure 6.) [17]. These observations suggest that de novo synthesized IFN-β is involved in poly IC-induced ISG20 expression.

Figure 6. MCs were transfected with siRNA against IFN-β or a non-silencing control siRNA. A. After 24 h of transfection, the cells were treated with 50 μg/ml poly IC, RNA was extracted from cells after 16 h treatment with poly IC, and real-time PCR analysis for ISG20 was performed (*p<0.01, n=3). B. The cells were pretreated with a blocking antibody against type I IFN receptor (anti-IFN-ab) for 1 h, and subsequently treated with 50 μg/ml poly IC for 24 h (*p<0.01, n=3). C. The cells were transfected with an expression plasmid for IFN-β and incubated for 24 h (Imaizumi, et al. Nephron Exp Nephrol 2011).
Dexamethasone inhibits the induction of IFN-β and ISG20 by poly IC, but it did not affect the expression of ISG20 by IFN-β. Thus, the inhibitory effect of dexamethasone may depend on the suppression of IFN-β production, which is consistent with our previous report on the proposed TLR3/IFN-β/RIG-I/CCL5 pathway [16]. Transfection of MCs with a poly IC/cationic lipid complex induced the expression of ISG20 mRNA and protein. Knockdown of RIG-I, but not of TLR3 or MDA5, inhibited the induction of ISG20 by poly IC/cationic lipid complex.

On the basis of these results, TLR3, IFR3 and de novo synthesized IFN-β may mediate the expression of ISG20 induced by the simply treatment of poly IC, while RIG-I, but not MDA5, may be involved in the expression of ISG20 induced by poly IC/cationic lipid complex in this setting using cultured normal human MCs [17]. A previous study showed the recognition of a poly IC/cationic lipid complex by MDA5, not by RIG-I, in murine MCs [6]. The molecular mechanisms of pathogen recognition may vary between species. Although clinical impact of ISG20 expression in MCs except for antiviral responses remains to be elucidated in future studies [26], we found the novel TLR3/IRF3/IFN-β/ISG20 pathway in poly IC signaling in MCs, and this pathway may play an important role in immune and inflammatory reactions against viral infection in MCs.

5. TLR3, MDA5 and RIG-I in MCs

Recently, it was shown that MDA5 and RIG-I function as pathogen recognition receptor against viral dsRNA in the cytosome, and both the receptor may play an important role in innate immune reactions [4, 5]. Although the expression of MDA has been documented in murine MCs [6], and human MCs [17], detailed implications for the expression of MDA5 in human MCs have not been clarified. Thus, we next examined the effect of poly IC and the role of MDA5 in C-X-C motif chemokine 10 (CXCL10) (or IFN-γ-induced protein 10, IP-10) expression in cultured human MCs [8]. Poly IC, either simply applied to the cells or transfected as a complex with a cationic lipid, induced MDA5 expression in concentration- and time-dependent manners. Transfection of the cells with siRNA against TLR3 suppressed the poly IC-induced expression of MDA5 mRNA and protein, while siRNA against TLR3 did not suppress the poly IC/cationic lipid complex-induced expression of MDA5. On the other hand, siRNA against RIG-I significantly inhibited the MDA5 expression induced by poly IC/cationic lipid complex (Figure 7.) Knockdown of MDA5 had no effects on the expression of RIG-I induced by poly IC or poly IC/cationic lipid complex (Figure 8.). Thus, MDA5 may be located in the downstream of RIG-I in this signaling pathway in cultured human MCs [8]. These results are inconsistent with a previous report dealing with MDA5 expression in murine MCs [6]. The molecular mechanisms of pathogen recognition may vary between species, although this issue remains to be elucidated in future studies [17].
Figure 7. MCs were transfected with siRNA against TLR3, RIG-I, MDA5 or a non-silencing control siRNA. 24 h after transfection, the cells were treated with 30 μg/ml poly IC or were transfected with the complex of 1 ng/ml poly IC/cationic lipid. After 16 h or 24 h incubation, the cells were subjected to real-time PCR analysis (Imaizumi et al. Tohoku J Exp Med 2012).

Figure 8. MCs were transfected with siRNA against RIG-I, MDA5, or non-silencing control siRNA. 24 h after transfection, the cells were treated with 30 μg/ml poly IC or were transfected with the complex of 1 ng/ml poly IC/cationic lipid. After 16 h or 24 h incubation, the cells were subjected to western blot analysis (Imaizumi et al. Tohoku J Exp Med 2012).
Induction of IFN-β mRNA was observed in the cells treated with poly IC or those transfected with a poly IC/cationic lipid complex. In this experiment, TLR3 knockdown suppressed IFN-β induction in the poly IC-treated cells, while RIG-I knockdown suppressed the induction in the cells transfected with poly IC/cationic lipid. Transfection of the cells with IFN-β siRNA markedly inhibited production of MDA5 and CXCL10 induced by poly IC treatment or poly IC/cationic lipid transfection. On the other hand, MDA5 was markedly induced by the transfection with an IFN-β expression plasmid. Thus, it is considered that newly synthesized IFN-β mediates poly IC-induced MDA5 expression (Figure 9.). Apart from anti-viral property, IFN-β has been reported to be involved in the pathogenesis of autoimmune diseases. IFN-β is an important mediator in virus-associated glomerulonephritis and immune complex-mediated glomerulonephritis exacerbated by viral infections [27]. In our previous studies, poly IC treatment of MCs induced the expression of IFN-β and de novo synthesized IFN-β mediated the expressions of RIG-I and ISG20 [16, 17]. In the present study, we observed that IFN-β is induced either by poly IC or a poly IC/cationic lipid complex, and de novo synthesized IFN-β may mediate the expression of MDA5 [8]. RIG-I is involved in IFN-β expression induced by poly IC/cationic lipid complex, but not in the MDA expression by IFN-β. CXCL10, a chemokine with chemotactic activity for the leukocytes with CXCR3, is involved in the pathogenesis of glomerular diseases. MDA5 is known to mediate CXCL10 induction in human bronchial epithelial cells infected with Rhinovirus [28]. We observed that MDA5 is involved in the poly IC-mediated expression of CXCL10 in MCs. Further, we found that the TLR3/IFN-β/MDA5/CXCL10 pathway activates by poly IC treatment, while RIG-I/IFN-β/MDA5/CXCL10 pathway activates by poly IC/cationic lipid complex treatment in anti-viral and inflammatory reactions in MCs.

Stored kidney specimens in good condition obtained from 6 cases (diffuse proliferative lupus nephritis, 2; proteinuric IgA nephropathy, 2; minimal change nephrotic syndrome, 1; nutcracker syndrome, 1) were used for immunofluorescent study of MDA5 and RIG-I expression. After blocking by incubation with 1% goat serum, the slides were incubated with an anti-MDA5 antibody (1:100) or an anti-RIG-I antibody (1:1000). Intense MDA5 immunoreactivity was detected in MCs of the specimens from diffuse proliferative lupus nephritis and proteinuric IgA nephropathy, while the expression in non-immune complex mediated renal diseases was undetectable. Interestingly, RIG-I immunoreactivity was only in diffuse proliferative lupus nephritis (Figure 10.) [8].

In human subjects, mesangial expressions of TLR3 and RIG-I have been reported in patients with lupus nephritis [13, 18]. In addition, we observed mesangial MDA5 immunoreactivity in biopsy specimens from patients with severe lupus nephritis and proteinuric IgA nephropathy while no MDA5 expression in patients with non-inflammatory renal diseases [8]. Interestingly, there was no mesangial expression of RIG-I in the specimens from patients with IgA nephropathy, despite of positive staining of MDA5. These observations suggest the expression of MDA5 in severe lupus nephritis is associated with the activation of signaling pathway via RIG-I, but MDA expression in IgA nephropathy is independent on RIG-I, although this theory remains speculative. Differential roles of MDA5 and RIG-I in severe lupus nephritis and proteinuric IgA nephropathy may predict specific molecular mechanisms for these glomerulonephritis. This should be further investigated in future studies.
**Figure 9.**

A. The cells were transfected with a non-silencing control siRNA, siRNA against TLR3, RIG-I or MDA5. After 24 h of transfection, the cells were treated or transfected with poly IC. RNA was extracted from cells after additional 4 h incubation, and the expression of IFN-β mRNA was examined using real-time PCR analysis (*p<0.01 vs. control, n=3). B and C. The cells were transfected with siRNA against IFN-β, and subsequently treated or transfected with poly IC. RNA was extracted after additional 16 h incubation, and real-time PCR analysis for MDA5 or CXCL10 was performed (*p<0.01, n=3). The cells were lysed after additional 24 h incubation, and lysates were subjected to western blot analysis for MDA5. The conditioned medium was collected, and the concentration of IFN-β was measured using an ELISA (*p<0.01, n=3). D and E. The cells were transfected with an expression plasmid for IFN-β and incubated for 24 h. Real-time PCR and western blot analysis for MDA5 were performed. F. The cells were transfected with siRNA against RIG-I. After 24 h incubation, the cells were treated with 10 ng/ml r(h) IFN-β for 8h. RNA was extracted from the cells and real-time PCR analysis for MDA5 was performed (Imaizumi et al. Tohoku J Exp Med 2012).
6. Conclusion

We believe that involvement of the novel signaling pathways in MCs: the RIG-I-mediated IFN-γ/RIG-I/IRF7, TLR3/IFN-β/RIG-I/CCL5, RIG-I/IFN-β/MDA5/CXCL10 pathways, and the RIG-I-independent TLR3/IRF3/IFN-β/ISG20, and TLR3/IFN-β/MDA5/CXCL10 pathways may contribute to mesangial inflammation. Cross-talk of these signaling pathways may be involved in pathogenesis of human glomerulonephritis, and in the aggravation of glomerulonephritis due to viral infections. Although our findings remain preliminary, the intervention of these signaling pathways may lead to the development of future therapeutic strategies in the glomerular diseases. We found the involvement of novel RIG-I-mediated signaling pathways in mesangial inflammation in human MCs and there differences from TLR3 triggering, which addressed clinical significance.
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1. Introduction

Multiple sclerosis (MS) is a serious neurological disorder affecting young Caucasian individuals, usually with an age of onset at 18 to 40 years old. Females account for approximately 60% of MS cases and the manifestation and course of the disease is highly variable from patient to patient. The disorder is characterised by the development of plaques within the central nervous system (CNS). MS remains the most frequent cause of neurological disability, with the exception of trauma, for young adults. Investigations on twins show higher concordance rates of MS in monozygotic compared to dizygotic twins. In addition, familial susceptibility studies show that around 15% of MS patients have an affected relative. Familial risk for MS is thus very high compared to the lifetime prevalence in the general population of approximately 0.2%. Genome wide screens for MS have provided potential data for finding specific chromosomal loci involved in MS susceptibility. A series of whole genome screens for linkage to MS have been undertaken and resulted in the discovery of significant chromosomal susceptibility loci in the genome. These data have triggered a lot of interest in the regions found associated with MS and interestingly there are a number of genes that may plausibly be involved in the aetiology and pathophysiology of MS. These candidate genes have been implicated in a variety of approaches but usually involve immunological and/or genetic studies. One of the most consistent findings has been an association of specific major histocompatibility molecules which genes are located in the chromosome 6p21. However, other significant Non HLA regions pinpoint the involvement of several candidate genes that are currently under investigation at the sequencing and proteomic levels. Many gene expression studies have been undertaken to look at the specific patterns of gene transcript levels in MS. Human tissues and experimental mice were used in these gene-profiling
studies and a very valuable and interesting set of data has resulted from these various expression studies. In general, genes showing variable expression include mainly immunological and inflammatory genes, stress and antioxidant genes, as well as metabolic and central nervous system markers. Of particular interest are a number of genes localised to susceptible loci previously shown to be in linkage with MS. However due to the clinical complexity of the disease, the heterogeneity of the tissues used in expression studies, as well as the variable DNA chips/membranes used for the gene profiling, it is difficult to interpret the available information. Although this information is essential for the understanding of the pathogenesis of MS, it is difficult to decipher and define the gene pathways involved in the disorder. Experiments in gene expression profiling in MS have been numerous and lists of candidates are now available for analysis. Researchers have investigated gene expression in peripheral mononuclear white blood cells (PBMCs), in MS animal models (EAE) and post mortem MS brain tissues. The genetic hallmarks of MS genetics, found to date, will be discussed in this chapter and particular conclusion on gene pathways and interactions proposed to possibly unravel the unknown aetiology of MS. Discussions on the effect of some MS medication and their effect in both cellular and molecular levels will be discussed.

2. MS genetics and overview

MS is a complex disease affecting the central CNS showing demyelinating nervous events due to an active autoimmune activity. Several patches of white matter degeneration are observed and are the results of multifocal entry of inflammatory immune cells in the CNS. These lesions scattered in the CNS vary in diameter and are most prominent within the periventricular myelin but can be present in various other parts of the CNS (Lumsden, 1970). The sclerotic appearance follows a classification where plaques are categorised as acute or chronic active, chronic silent plaques and importantly poor correlation is observed with the clinical classification of the disease. Clinical pathology is characterised by varying severity with MS being variable in onset and progression. These include Relapsing Remitting MS (RR-MS), Secondary Progressive MS (SP-MS) and Primary Progressive MS (PP-MS). While the lesions and symptoms are disseminated in time and space, the clinical classification of MS is mainly based on the occurrence of attacks, recovery states, and neurological deficits (Lumsden, 1970). Several concordance rate studies undertaken in twins showed a higher MS concordance in monozygotic, compared to dizygotic twins (Sadovnick et al., 1993) showing a clear involvement of genetics in MS. In addition, fifteen percents of MS patients have an affected relative that strengthen the genetic of MS. Interestingly, MS is more prevalent in women and accounts for more than two thirds of all MS sufferers (Weinshenker et al., 1994). Current and exponential knowledge in MS genetics enhances the clinical diagnosis for MS sufferers with the findings of genetic susceptibility loci and molecular markers. Some approaches have been and are currently investigated to generate new avenues to better diagnose MS, comprehend its pathophysiological cascades and importantly identify possible curative methods. Molecular genetic is one the scientific research area of choice to potentially unravel the yet unknown idiopathic disease. MS research investigations have concentrat-
ed efforts on gene expression profiling, determining DNA blue print, and comprehending the epigenetic in MS. All these efforts have provided an exciting opening of incoming transcriptomic, interactomic, epigenetic and proteomic discoveries all in relation to MS. Gene expression microarrays, Genome wide association studies, DNA methylation and miRNA profiling, copy number variation in MS that start to unravel specific loci in the genome, expression signatures and modulators of MS patho-physiology. Pro-inflammatory and anti-inflammatory take place in the pathophysiology of MS and include several cells of the immune system including the very important T regulatory T cells.

3. Immune tolerance disturbance in MS

Along with this immunosuppressive function, an important immune tolerance is known to take place. Immuno-tolerance characteristics, that directly have effects on pro-inflammatory cells, do rely on particular cells called T regulatory cells or Tregs (Kuniyasu et al., 2000). Tregs can be T4 lymphocytes or T8 lymphocytes, these cells are mostly immune-modulator actors particularly in inflamed regions. Such modulatory action is mediated interestingly by contact inhibition towards non Treg cells such as subsets of T4 and T8 lymphocytic cells. Specific markers are responsible are expressed to differentiate these subsets with regulatory or non-regulatory effective T-cell functionality (Teffs). Tregs CD25 markers denote CD4+ CD25+ and CD8+CD25+ cells as well as FoxP3+ marker, a repressor activator of activated T-cells found in CD4+CD25+FoxP3+ Treg cells or Cd8+ CD25+ CDFoxP3+ Treg cells. Other Treg marker can be encountered and include CXCR3+, a molecule present in CD8+ CXCR3+ Treg cells. The Treg functional role in restoring tolerance can be developed through different mechanisms. Tolerance could be undertaken by contact interaction such as Fas- Fas ligand interaction dictating an apoptotic faith to the Teff cells (Watanabe et al., 2002). In addition, Tregs installs tolerance on Teff cells by inhibiting Teff cytokine synthesis and subsequently Teff cytolitic activation is halted as well as Teff proliferation reduced (Duthoit et al., 2005). Teff cells can be either CD8+ or CD4+ cells with CD4+ classified as TH1 and TH2 types with both differing in action as pro-inflammatory and anti-inflammatory actions respectively. Briefly, the Th1 activation pathway is mediated by interferon γ on binding to interferon γ surface receptor on T cells with subsequent intracellular cascade activation. Such cascade leads to the activation of the transcription factor T-bet that ultimately binds DNA responsive elements of genes within the nucleus. The main responsive elements controlled and activated by T-bet are the interferon γ and IL-12 receptor β2 chain genes. Upon activation, IL-12 receptor expression becomes widely available at higher amounts and the proteins co-locate in the cellular T-cell membrane surface. This receptor on the membrane becomes available for activation in the presence of local IL-12 cytokine. IL-12 receptor activation and expression induces an intracellular Stat 4 dependent cascade that enhances further the expression of the T-bet transcription factor. Relation between Tregs and pro-inflammatory TH1 and CD8+ T-cells demonstrate an interesting phenomenon that is built around the competition for Interleukin 2 binding. In sites of inflammation, binding of IL-2 by Tregs diminishes the availability of IL-2 to Teffs and therefore would limit their growth, function and even at early stage turning Teffs to become anergic towards antigens. Briefly, T-cells
are activated through the physical contact of antigens with their T-cell receptor. The antigen is presented by antigen-presenting cells under the restriction of MHC class molecules. Such binding activates p561ck tyrosine kinase with activation of downstream phosphorylation of proteins and activation of phospholipase C. Such phospholipase generates turns phosphatidyl inositol diphosphate into two compounds; the diacyl glycerol and inositol tri-phosphate, IP3. The endoplasmic reticulum IP3 receptor is therefore activated by IP3 and enables the release of calcium in the cytosol. Such Ca2++ induces a membrane activation of the cell membrane calcium channel named CRAC to subsequently increase highly the intracellular pool Ca2++ concentration. High levels of Ca2++ activate calciineurin, a phosphatase that dephosphorylates the transcriptional factor NFAT (nuclear factor of activated T-cells). Such dephosphorylated form of NFAT can translocate consequently into the nucleus to reach and bind responsive elements of IL-2, AP1 and NFKB genes. Beside the roles of Tregs as pro-apoptotic inducers of cytolytic Teff cells and inhibitors of Teff cells expansion, Tregs are also capable to modulate inflammation and modulate the pattern observed in inflammation sites. Inflammation modulation of Tregs is mediated by their capacities to synthesize and secrete both anti-inflammatory TGFβ and interleukin 10 molecules. In addition, Teffs in presence of TGFβ expresses an additional pool of Interleukin 10 which maintains a positive feedback as IL-10 action dictates Teffs to respond with much higher affinity to TGFβ. Interestingly, expression of the transcription factor Foxp3 in Tregs is also subject to TGFβ action (Pyzic et al., 2007. In multiple sclerosis, both Foxp3 and TGFβ have been found to be down regulated in expression (Huan et al., 2005 and Mirshafley et al., 2009).

4. Which gene expression microarrays started to enlighten gene expression in MS

4.1. Major post mortem brain tissue microarrays undertaken in MS

In 1999, the work of Whitney (Whitney et al., 1999) described the analysis of MS acute lesions from a single female MS patient with PP-MS. Patient’s plaques and white matter were compared for gene expression and results showed 62 differentially expressed genes. The genes with increased expression in acute plaques included leukotriene A-4 hydroxylase, TNFα receptor, the auto-antigen annexin XI, interferon regulatory factor 2 (IRF-2), activin Type II receptor (ACVR2), protein kinase C type β-1 (PRKCB1), myelin transcription factor-1 (MYT1) and many several candidates. Two years later, Withney (Whitney et al., 2001) undertook microarray experiments using 2 MS patients. One patient’s 16 chronic inactive (silent) plaques and the second patient’s acute and chronic active plaque were used in the investigation. Gene expression analysis compared the levels of mRNA plaques and compared with control normal white matter RNA. Several gene candidates were found dysregulated in expression in these human tissues and validated in animal MS models. It included thrombin receptor, proteinase activated receptor 3 (PAR3) which is a gene previously found up-regulated in macrophages while in presence of granulocyte-macrophage colony-stimulating factor (GM-CSF) (Colognato et al., 2003). Jun-D and the putative ligand
for the IL-1 receptor-related molecule (T1/ST2) were also found to be overexpressed in their animal studies. Interestingly, the arachidonate 5-lipoxygenase gene (5-LO) was found up-regulated in expression in MS. 5-LO is a gene coding for a key enzyme in the leukotriene pathway and responsible for the conversion of arachidonic acid to leukotriene A4 (LTA4). Interestingly, their previous microarray study using human MS brain tissue (Whitney et al., 1999) showed an over-expression of leukotriene A4 hydrolase (LTA4H). The gene LTA4H is responsible for the conversion of LTA4 to LTB4. LTA4H that acts on leukotriene B4 receptor 1 (BLTR), is a potent chemotactic factor for neutrophils and induces leucocyte adhesion to endothelial cells (Yokomizo et al., 1997). These findings show clearly the importance of the leukotriene cascade in MS pathology. Genes involved in both the chemoaattraction events and genes involved in the formation of the LTB4 chemoattract molecule such as LTB4 omega hydroxylase or Cytochrome P450 family 4 subfamily F polypeptide 3 (LTBAH or CYP4F3) have also previously been studied. LTBA4H is a gene encoding two possible isoforms, CYP4F3A and CYP4F3B that aim at catabolising the effect of LTB4 action (Shak et al., 1984). Interestingly a study in 2009 (Parkinson et al., 2009) has shown that LTA4H is a marker in inflammatory perivascular cuffs and actively demyelinating plaques in relapsing-remitting and progressive human MS.

4.2. Discussion on key hallmark: Arachidonic pathway in MS

The over expression of prostaglandin D synthase interrogates once again about the important role that may play arachidonic acid related metabolites in MS neuroinflammation. Whitney et al. (Whitney et al., 1999 and 2001), showed the enzymatic involvement of the 5-lipoxygenase and leukotriene A4 hydrolase gene in the production of leucotriene pro-inflammatory molecules in MS disorder. In addition, Chabas (Chabas et al., 2001) showed that the second enzymatic pathway that metabolises acid arachidonic might also be playing a significant role in MS pathology. The cyclo-oxygenase pathway, with prostaglandin-endoperoxide synthase 1 and 2 (COX 1 and COX2), transforms arachidonic acid (AA) into prostaglandins (PGG2 series and PGH2 series). PGH2 is turned into PPD2 by prostaglandin D synthase, the enzyme that Chabas et al. found in high amounts in MS cDNA libraries (Chabas et al., 2001). The prostaglandins and leucotrienes are both pro-inflammatory molecules and might play a significant role in MS pathology. Ligand of the peroxisome proliferator activated receptor (PPAR gamma). PPAR gamma acts as an anti-inflammatory element and inhibits the pro-inflammatory IL12 cytokine. IL12p40 production correlates with disease activity and is found increased in expression in SP-MS individuals (Balashove et al, 1999; Soldan et al, 2004). However, research demonstrated that IL23 rather than IL12 plays a higher role in brain autoimmune inflammation (Cua et al., 2003). PPAR gamma was found with higher gene expression levels in EAE mice treated with Lovastatin drugs (Paintlia et al., 2004). Further evidence was implicating the cyclooxygenase enzymatic pathway in which Lovastatin treated EAE mice showed reduced expression of the COX2 enzyme. Taken together, this suggests that the transformation of PGD2 into PGJ2 might play a potential role in MS. Enzymatically, PGD2 can be either transformed into PGJ2 or PGE2. Of note, the product of prostaglandin synthase (PFS), PGE2, was reported to be involved in acute demyelination of peripheral nerves (Hu et al., 2003).
The first MS gene expression study was investigated in 1997 by Becker (Becker et al., 1997). To undertake such investigating, a normalized cDNA library from CNS lesions of a PP-MS sufferer was studied. The most important finding was a set of 16 genes all involved in autoimmunity. Three of these genes coded for proteins previously implicated in MS and include MBP, PLP and α-β crystallin. Of note, seven of these 16 genes are autoantigens associated with systemic lupus erythematosus (SLE) and two are associated with insulin dependent diabetes mellitus (IDDM).

In 2001, Chabas’s study (Chabas et al., 2001) was performed involving a high throughput sequencing of expressed sequence tags. The authors used non-normalised cDNA brain libraries from MS brain lesions and normal control brains. They identified 330 gene transcripts common for all libraries with several of these involved in inflammatory response. Genes that were found highly expressed included Prostaglandin D synthase (PTGDS), prostatic binding protein (PBP), ribosomal protein L17 (RPL17), osteopontin (SPP1), heat shock protein 70 (HSP70), myelin basic protein (MBP) and glial fibrillary acidic protein (GFAP). In Tajouri et al., 2003, over expression of HSP 70 within chronic active plaques was found. The inducible form of HSP 70 has been shown to promote myelin autoantigen presentation in APCs (Myczko et al., 2003). Of note, HSP 70 was though found to be down-regulated in other studies (Bomprezzi et al., 2003 and Lock et al., 2002).

Additionally, in Chabas (Chabas et al., 2001) decreased transcription levels were observed for synaptobrevin (VAMP3), amyloid beta precursor protein-binding, family B, member 1 (APBB1), LDL-receptor related protein (LRP1), glycogen synthase kinase 3 alpha (GSK3A), brain specific sodium-dependent inorganic phosphate co-transporter or solute carrier family 17 (SLC17A7). Chabas’s team placed their attention on the increase of osteopontin transcripts in MS. A closer analysis of this candidate was performed on EAE mice. Interestingly, a knock out mouse for osteopontin showed in their study a decrease in EAE severity when compared to control mice. However, a comment made on Chabas’s work has been raised (Blom et al., 2003) with the publication of an independent study using a knockout mouse for the osteopontin gene (OPN/-/ 129/C57/BL10 with q haplotype: B10.Q usually susceptible to EAE). In Blom’s study the gene OPN was solely and completely inactivated with the use of fully backcrossed mice. EAE mice were induced by injections of recombinant rat MOG myelin proteins emulsified in complete Freund adjuvant. The results from Blom et al. showed no decrease in severity of these EAE OPN/- mice and such data were in direct contradiction with Chabas’s findings. Blom hypothesized that the knock out mouse model used in Chabas’s work could have knockout OPN-linked polymorphic genes and explain the decrease in EAE severity. The genes closely linked to OPN that have potential inflammatory functions were cited and accounted for 14 genes. This would include the IFN-gamma-inducible protein 10 (IP-10 or CXCL10) a chemo-attractant factor localised on chromosome 4q21.

4.3. Discussion on key hallmark: Chemokine IP-10 in MS

CXCL10 or IP-10 is a chemokine that preferentially attracts Th1 cells through its receptor CXCR3, expressed at high levels on these cells (Loetscher et al., 1996). IP-10 is induced in a variety of cells in response to the Th1 cytokine IFN-gamma (Luster et al., 1985). IP-10 expres-
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sion is most often associated with Th1-type inflammatory diseases, where it is thought to play an important role in the recruitment of Th1 lymphocytes into tissues. Of note, Tajouri’s work (Tajouri et al., 2003) showed that CXCL10 was over-expressed in chronic active plaques by a fold increase of 2.5 whereas this increase was more prominent in acute plaques in secondary progressive MS brains. Relapses in MS often are preceded by increased TH1 cytokine levels and decreased levels of TH2 cytokines. Remissions, on the other hand, exhibit a rise in the anti-inflammatory TH2 cytokines (Wingerchuk, et al., 1997 and Young et al., 1998). CXCL10 levels are related to clinical relapses in EAE (Fife et al., 2001 and Camody et al., 2002) and the source of production of CXCL10 is from astrocytes in EAE mice (Tani et al., 1996). Immuno-reactivity to CXCL10 was shown in demyelinating plaques (Huang et al., 2000). Also, this protein is found in higher levels within the CSF of MS patients compared to healthy controls (Franciotta et al., 2001) and such levels of expression correlate with the count of leucocytes in the CSF (Sorensen et al., 2002). Anti- CXCL10 reduces disease activity in common EAE (Fife et al., 2001). In viral model of MS (chronic demyelinating phase of mouse hepatitis virus infection of the CNS), mice showed a decrease severity of their pathology (Liu et al., 1997). CXCL10 acts on a receptor, the CXC chemokines Receptor 3 (CXCR3) that is localised genetically on chromosome X (Xq13). The gene for CXCR3 was localised on human chromosome Xq13 which is in clear contrast to all other chemokine receptor genes, suggesting unique function(s) for this receptor and its ligands that may lie beyond their established role in T cell-dependent immunity (Loetscher et al., 1996). CXCR3 is found over-expressed in macrophages, T cells and reactive astrocytes in MS plaques (Simpson et al., 2000). Perivascular cuffs in post mortem MS lesions showed CXCR3+ cells presence correlating with an increase of interferon gamma production (Balashov et al., 1999). Additional findings of elevated chemokine receptors CXCR3 has been reported in peripheral blood of progressive forms of MS (Vacknin- Dembinski et al, 2006). In 2002, Sorensen et al showed a continuous accumulation of CXCR3+ cells in lesion formation of MS patients (Sorensen et al., 2002). Targeting the CXCR3 receptor via antagonists could alter T-cell diapedesis through the CNS in MS (Ransohoff et al., 2000). Hong’s study (Hong et al., 2004) demonstrated that treatment with Glatiramer acetate was significantly reducing the expression of CXCR3. In Tajouri’s study (Tajouri et al., 2003), the author used RNA from MS chronic active and MS acute lesions. RNA was extracted, and compared with patient matched normal white matter by fluorescent cDNA microarray hybridisation analysis. This resulted in the identification of 139 genes that were differentially regulated in MS plaque tissue compared to normal tissue. Of these, 69 genes showed a common pattern of expression in the chronic active and acute plaque tissues investigated; while 70 transcripts were uniquely differentially expressed (>1.5-fold) in either acute or chronic active tissues. These results included known markers of MS such as the myelin basic protein (MBP) and glutathione S-transferase (GST) M1, nerve growth factors, such as nerve injury-induced protein 1 (NINJ1), X-ray and excision DNA repair factors (XRCC9 & ERCC5) and X-linked genes such as the ribosomal protein, RPS4X. Several genes were involved in inflammation including a number of leucocyte markers that are present in MS plaques. As an example, the gene granulin has been found to be slightly up-regulated compared to normal controls. Granulin is a novel class of growth regulators expressed by leucocytes (Bateman et al., 1993). This gene is normally not
expressed in normal brains but in brain glial tumour cells (Liau et al., 2000) and located at 17q21.32, a region of suggestive linkage in MS pathology (GAMES and the Transatlantic Multiple Sclerosis Genetics Cooperative., 2003). In addition complement molecules or acute phase proteins such as Complement component 1, q subcomponent, beta polypeptide (C1QB) were found to be up-regulated in expression in the most inflammatory forms of plaque types, the acute plaques.

The expression of C1QB may originally come from blood vessel endothelial cells and could act detrimentally on the CNS with this complement inflammatory molecule (Klegeris et al., 2000). Interestingly, this inflammatory gene is involved in sporadic amyotrophic lateral sclerosis neuro-degeneration in which high levels of gene expression are found in post mortem tissues (Grewal et al., 1999). In parallel, anti-inflammatory proteins such as endothelial protein C receptor (PROCR) were found, in Tajouri et al., 2003 to be dramatically down-expressed in acute inflammatory plaques but this effect was less pronounced in chronic active plaques.

Lock’s study (Lock et al., 2002) investigated the differences in gene expression between acute and chronic silent plaques from 4 MS individuals and found 1080 genes with a fold change of >2 in at least 2 out of 4 MS samples. Genes expressed in 4/4 MS samples were classified according to the type of lesion studied. Over-expressed genes included T- B and macrophage cell related genes, growth and endocrine factors, granulocyte and mast cell related genes as well as neurogenic and remyelinating factors. As an example, interleukin 17 (IL-17), transforming growth factor 3 (TGF- β 3), adrenocorticotropic hormone receptor (ACTHR), tryptase-III and immunoglobulin E receptor and matrix metalloproteinase 19 (MMP-19) were up-regulated in expression only in chronic silent plaques. In acute plaques, melanocortin- 4 receptor (MC4R), signal transducer and activator of transcription 5B (STAT5B), insulin like growth factor 1 or somatomedin C (IGF1), granulocyte colony stimulating hormone (G-CSF) and interferon, alpha-inducible protein (G1P2) transcripts were over represented. Of note, G-CSF was also found over-expressed in the acute phase of EAE animals (Camody et al., 2002). Of interest as well, some pregnancy related genes were differentially expressed such as an increased of expression of pregnancy-specific β1 glycoprotein (PSG3) in acute plaques, a decreased expression for PSG11 in chronic silent. In Tajouri study (Tajouri et al., 2003), the author experimented a dramatic increase of PSG3 occurs in acute plaques and interestingly this gene is genetically localised on 19q13.2, a promising MS linked susceptibility locus (Pericak-Vance et al., 2004). Of note, PSG molecules are actually co-expressed in the late stage of placenta formation with gut-enriched Kruppel-like zinc finger protein gene (GKLF4) (Blanchon et al., 2001). Of interest, GKLF4 is found prominently decreased in expression with interferon β therapy (Sturzebecher et al., 2003), a treatment of high efficacy in treating relapsing remitting MS (RR-MS) affecting mostly women.

The author Mycko (Mycko et al., 2003) established arrays to compare MS chronic active plaques and chronic inactive plaques. They investigated as well the differential gene expression in between the centre and the margin of such plaques. This resulted in the identification of very interesting features such as an increased level of expression of adenosine A1 receptor (ADORA1) in the marginal zone of the chronic active plaques. Studies on EAE animals de-
pleted of the ADORA1 gene showed an increased severity of the disease course [66]. Consequently, ADORA1 may be involved in reducing the ongoing worsening effect of inflammation in MS lesions. The purine nucleoside adenosine inhibits IL-12 and this effect results in the increase of the Th2 type IL-10 mediator [19]. Additionally in Mycko’s study (Mycko et al., 2003), an up regulation of expression was observed for the myelin transcription factor (MyT1) in the margins of chronic active lesions. Such MyT1 factor, precluding of ongoing attempts of remyelination in MS plaques, was previously identified as over-expressed in acute plaques in Whitney’s study (Whitney et al., 1999). DNA repair related genes such as the X-ray repair complementing defective repair in Chinese hamster cells 9 (XRCC9) were also found up-regulated in the margins of chronic active and silent plaques. In our array data of this current thesis, XRCC9 gene was down regulated in MS acute and chronic active plaques.

The author Lindberg (Lindberg et al., 2004) used oligonucleotide DNA chips that included a total of 12 633 probes. Lindberg investigated the gene expression of MS lesions and NAWM (surrounding these lesions) that were extracted from SP-MS brain patients. Common immune responsive and neural homeostatic related genes were altered in expression. As an example, the neural development factor Ephrin receptor (EPBR), the cytoskeletal genes tubulin A and B and the pro-inflammatory interleukin 6 receptor were all increased in expression. The gene lysosome–associated membrane protein 2 (LAMP2), a neuro-lysosomal protector was down-expressed as well as synaptojanin 2b (SYNJ2), a gene involved in vesicle recycling.

5. Major peripheral blood mononuclear cell gene expression microarrays undertaken in MS

Peripheral blood cells (PBMC) from MS individuals have been used to extract mRNA and to investigate gene expression levels by microarray experiments. Bomprezzi et al., 2003 used a set of PBMC from fresh blood obtained from 14 MS patients and 7 controls but also frozen blood from 3 MS patients and 2 controls. A second set of cells was investigated and obtained from frozen blood of 10 MS patients and 10 controls. All of these patients were chosen under the condition of non-previous therapy. The differential gene expression from this study revealed 303 differentially expressed candidate genes. Among these, the platelet activating factor acetyl hydrolase (PAFAH1B1), a gene involved in brain development and chemo-attraction during inflammation and allergy, was found with an increased transcript expression in MS peripheral blood cells when compared to controls. Tumour necrosis factor receptor (TNFR or CD27) is found also highly regulated in these MS cells. This gene is a co-stimulator for T cell activation and is crucial for immune response development. The T cell receptor (TCR) gene was also found increased in expression as well as the zeta chain associated protein kinase (ZAP70). TCR is essential for T cell mediated immune response and has been implicated in MS susceptibility (Beall et al., 1993). ZAP70 is directly implicated in TCR induced T cell activation (Chan et al., 1992). Other candidates such as zinc protein 128 (ZNFI28) and transcription factor 7 (TCF7) play a role in T cells and both were found at
higher expression levels in MS blood cells. Cytokines are numerous and act on cytokine receptors during inflammation. The interleukin 7 receptor (IL7 R) is up-regulated in in Bomprezzi’s study (Bomprezzi et al., 2003) as well as the myelin and lymphocyte protein (MAL). This receptor plays roles in B cells and T cells activation and particularly is involved in γδ T cells. γδ T cells are present in MS lesions and their inhibition decrease the severity of EAE mice and induced the reduction of pro-inflammatory cytokines and iNOS expression (Rajan et al., 1996). The main down-regulated genes under expressed were tissue inhibitor of metalloproteinase 1 (TIMP1), plasminogen activator inhibitor 1 (SERPINE 1), the histone coding genes, and the heat shock protein 70 (HSP70), an auto-antigen implicated in the ubiquitin proteasome pathway for the degradation of cytokines.

A second study (Ramanathan et al., 2001) investigated RR-MS patients within their clinical remission to investigate around 15 thousand genes. The results have shown common differential gene expression implicated in TCR activation such as the cAMP responsive element modulator and lymphocyte specific protein tyrosine kinase (LCK), both found at a high level of expression. Interleukin receptor gene was also found up-regulated in MS blood compared to controls. Detoxification genes were increased in expression such as haemoglobin scavenger receptor (M130 or CD 163 antigen), as well as high expression levels of auto-antigens such as auto-antigen PM-SCL. Interestingly, a high level of gene transcripts was found for the melanocyte specific transporter protein gene (P protein) a gene involved in the oculocutaneous albinism disorder (Lee et al., 1994).

6. Treatment regimen and consequences in gene expression of MS patients

6.1. Common treatment available in MS

The existence of spontaneous remissions makes treatment difficult to evaluate. Several accepted regimes exist with indication being dependent upon the stage of the disease. Acute stages are treatable with oral prednisone, or dexamethasone until manifestation remit. Interferon β in high doses given every other day (subcutaneously) may reduce the frequency of neurological exacerbations in patients with RR-MS. The processes of demyelination and relapse are currently being treated with the drugs Avonex (interferon β-1a), Betaferon (interferon beta-1β), Copaxone (Glatiramer acetate, Co-polymer-1 or COP-1), Rebif (interferon β-1a), and Novantrone (chemotherapeutic agent) in the United States and United Kingdom. Of particular interest is the drug Copaxone. This drug is an oligopeptide (L-glutamic acid, L-alanine, L-tyrosine and L-lysine) leading to a diminution of exacerbation rates in RR-MS (Johnson et al., 1998) inhibiting the migration of lymphocytes (Prat et al., 1999) and inhibition of T cell activation (Miller et al., 1998). Copaxone was shown as well to act on T cells by increasing their secretion of neurotrophic factors such as the brain derived neurotrophic factor (BDNF) (Chen et al., 2003) with relevance to new research investigations for therapeutics (Ziemssen et al., 2003). Recent advances in the discovery of new treatments are encouraging. The classical immuno-modulator, β-interferon decreases the level of inflammation and has
been shown to decrease the blood brain barrier monocyte infiltration within the CNS of MS animal models (Floris et al., 2002). However, patients on β-interferon therapy tend to produce neutralising antibodies against the drug, reducing overall beneficial effects of this type of therapy (Bertolotto et al., 2003). Furthermore, discontinuation of β-interferon treatment further increases antibody production and as a result leads to further reduction of interferon efficiency (Reske et al., 2004). Steroids are usually used in an attempt to reduce neutralising antibody production (Bagnato et al., 2003), however benefits of interferon therapy are now debatable following a recent study that showed no effect of interferon β in PP-MS (Leary et al., 2003). New therapeutic attempts are under investigation with the example of the use of pluripotent cells. Haematopoietic stem cell implantation in humans offers new hopes to patients with MS (Burt et al., 2003) and studies using neural precursor cells in EAE rat models published promising results with a decrease of disease severity and reduced CNS inflammation (Ben-Hur et al., 2003). Additionally, some other studies have also been carried out with the use of statins (3-hydroxy-3-methylglutaryl conenzyme A reductase inhibitors). As an example, results of a recent study showed a 43% decrease in the mean number of MRI lesions using Simvastatin (Zocor drug) in 30 patients investigated with relapsing remitting MS (Vollmer et al., 2004). Patients with RR-MS currently follow the ABC therapy (Avonex, Beta-seron and Copaxone) to minimise the neuro-inflammation course of the disease but presently, there is no curative therapy for MS. New drug discoveries show preliminary promising data and researchers are attempting to find new strategies to cure MS. With new trials under way and increasing research undertaken in MS, sufferers may hope for a normal life with newly developed drugs.

6.2. Major peripheral blood mononuclear cell gene expression microarrays undertaken in therapeutic treated MS patients

Other studies on PBMCs were undertaken but differential expression studies have focused on MS patients treated with particular therapeutics and comparison of their response was made against non treated controls. Interferon β therapy (Betaferon and Avonex drugs) in MS is effective due to its immunosuppression activity and was investigated in a few studies. The action of interferon beta is thought to play a role in decreasing the MHC class II molecules on the surface of glial cells (thus diminishing their capacity as antigen presenting cells) (Satoh et al., 1995. Also, interferon β is thought to decrease the disruption of the blood brain barrier (Young et al., 1998) and to shift a pro-inflammatory Th1 mediated immunity to Th2 immunity (Karp et al., 2000).

Koike et al., 2003 performed microarray experiments on T cells using 13 MS patients, before and after interferon β therapy. Data showed 21 differentially expressed genes after treatment with beta interferon and nine of these genes possess interferon responsive elements. Of particular interest, this study upon interferon beta treatment showed the down regulation of gene expression of tumour necrosis factor alpha induced protein 6 (TNFAIP6 or TSG-6). TSG-6 is a gene previously found implicated with murine experimental arthritis, another form of autoimmune disease (Bardos et al., 2001). An interesting conclusion held by the author is the exclusion of the hypothesis that interferon β treatment in MS actually shifts
immunity from a Th1 to Th2 shift. This is in concordance with the work of Wandinger (Wandinger et al., 2001 and Sturzebecher et al., 2003). Sturzebecher investigated the gene expression profile of PBMCs ex vivo and in vitro from 10 RRMS patients with interferon therapy. The authors noted altered gene expression for interferon related genes such as an up-regulation of STAT1. Interestingly, they found the down regulation of IL 8 gene, a known chemo-attractant for neutrophils, but as well a down-regulation of a fair number of proliferative effectors. This anti-proliferative effect was evident especially via the down regulation of gene expression of FBJ murine osteosarcoma viral [v-fos] oncogene homolog (cFos), proto-oncogene cJun (c-Jun) and FMS-related tyrosine kinase 3 (Flt-3). The gut-enriched Kruppel-like zinc finger protein (GKLF4) was found prominently decreased in expression with interferon β therapy. This gene is thought to play a role in pregnancy specific glycoproteins (PSG) gene expression control since both GKLF4 and PSG molecules are co-expressed in the late stage of placenta formation (Blanchon et al., 2001). Of interest, studies on Pregnancy in Multiple Sclerosis (PRIMS) show that the third trimester of pregnancy is the subject of a marked reduction in relapse rate (Vukusic et al., 2004). Surprisingly, Sturzebecker reports an up-regulation of pro-inflammatory chemokines such as interferon-gamma-inducible protein 10 (IP-10 or CXCL10), monocyte chemo-attractant protein 1 (MCP1 or SCYA2 or CCL2) and karyopherin beta-2 (Mip1). Previous gene profiling studies by the same research team by Wandinger et al., 2001, has shown that pro-inflammatory factors such as interleukin 12 receptor β2 (IL12Rβ2) chain as well as chemokine, CC motif, receptor 5 (CCR5) were also up-regulated in expression in MS peripheral blood cells after interferon beta treatment. IL12 Rβ2 is also found by Hong et al. (Hong et al., 2004), to be significantly over-expressed with interferon β. Although, the inhibition of IL12R has been reported to be mediated by interleukin β induced interleukin 10 dependant activation pathway (Wang et al., 2000), such various findings show the eventual reason why some MS patients do fail to respond to interferon β treatment. The cytokine gene profiling results from Wandinger et al. [68] also rules out partially the hypothesis that interferon β therapy induces a Th1-Th2 shift in PBMC of MS patients. Such an idea is further supported by additional findings showing increased expression, after interferon β therapy, of other Th1 mediators such as Chemokine (C-C) receptor 5 (CCR5). CCR5 being the chemokine receptor for normal T-cell expressed and secreted (RANTES) and the two isoforms of the chemoattractor macrophage inflammatory protein 1 cited above (MIP1α and MIP1β). The gene CCR5 has already been found at high level of expression in acute phase of EAE animals and low in expression during the recovery phase of these animals Camody et al., 2002). CCR5 is found increased in expression on T cells in peripheral blood with this receptor only found up regulated in Progressive forms of MS and not in relapsing-remitting MS (Vaknin-Dembinsky et al, 2007) Interestingly, CCR5 is significantly down-expressed in MS with Glatiramer acetate drug treatment (Hong et al., 2004) and such a treatment could compensate for the interferon β inability to decrease CCR5. Of note, CCR5 is also down-regulated in expression with Lovastatin drug treatment in EAE mice (Paintlia et al., 2004) and seems to be a key factor in remission in EAE mice (Camody et al., 2002). Also, the up-regulation of some pro-inflammatory markers after interferon β therapy has been noted.
An interesting study by Der et al., 1998 performed oligonucleotide array experiments with untreated HT1080 cells and cells treated with interferon α-β or γ. The results attempted to identify levels of gene expression of interferon regulated and non-regulated genes. The interferon regulated genes such as interferon induced protein P78 (MxA) (MxA is homolog to Myxovirus influenza resistance 1: MX1) and the interferon-inducible protein p78, second locus (MxB, homolog MX2) showed an up-regulation of gene expression following interferon β treatment but were not differentially expressed with interferon β. Consequently, MxA and MxB over-expression with interferon β are in favour and support the findings of Wandinger et al [68]. Significant increase of expression of MxA was also found in MS peripheral blood cells after interferon β therapy [20]. However, in Wandinger et al., 2001 large multifunctional protease 2 (LMP2), with a role in antigen presentation and IL-15R α chain were found with high levels of transcripts after interferon β therapy. Additional microarray experiments examining interferon β-responsive transcripts in PBMC of MS patients, have shown that in Avonex-treated MS patients (with interferon β treatment), the gene LMP2 is inversely modulated compared to Avonex non treated MS patients [(Iglesias et al., 2004). Such high levels of LMP2 in both studies may not be due to the interferon β therapy by itself but simply due to the increase of interferon γ concentration along with interferon β therapy. Der’s (Der et al., 1998) research has also shown that over representation of transcripts from LMP2 is dependent on interferon γ exclusively but not dependent on interferon β treatment. Interestingly, Wandinger et al., 2001 reports that IFN-γ gene expression is actually increasing transiently after two months of interferon β therapy during the course of MS pathology.

Hong et al., 2004, investigated PBMC from 18 MS patients treated with interferon β-1a and a group of 12 MS patients treated with Glatiramer acetate. Interferon related genes were differentially expressed with interferon β but also Th1 type molecules were increased in expression. Additionally, Glatiramer acetate treatment shows that some of these pro-inflammatory molecules were indeed down-expressed with this drug. Iglesisas et al., 2004 undertook a study investigating Avonex treatment. The methodology consisted in comparing peripheral blood cells from 5 RR-MS, treated with the drug, to 5 RR-MS without Avonex free. A second comparison was made against healthy blood donors. A set of 6800 genes was screened in this microarray experiment and data were focused mainly on the E2F pathway, a pathway of high interest in autoimmunity (Murga et al., 2001). This pathway is triggered by interleukin 2, a potent interleukin involved in maturation and activation of T cells. Briefly, IL2 acts on IL2 receptor leading to a phosphatidylinositol 3-kinase dependant intracellular cascade inducing subtypes of E2F proteins (E2F 1-3 are downstream activators; E2f 4-5 are repressors). E2F transcription factors bind to DNA and induce immune cell proliferation and S phase entry in the cell cycle. The listing of genes resulting from the microarray experiments in Iglesias et al., 2004 showed a common up-regulation of expression of histone genes in MS. Interestingly, the histone genes and Fas1, that are normally increased in MS pathology, and decreased in expression in the presence of the Avonex drug. Additionally, the gene GM-CSF receptor β chain (CSF2RB), E2F3 and histone H4/D (HIST1H4A), were increased in MS but were inversely modulated in PBMCs from Avonex-treated patients when compared to untreated MS patients. Of interest, the H4/D gene is localised at 6p21, a strong MS linked chromosomal locus. On the other hand the gene E2F2, found up-regulated in PBMC of MS
patients, was not inversely modulated by the action of Avonex. Avonex appears to be inhibiting the E2F3 pathway and has a strong negative effect on the monocyte activation factor GM-CSF but no effect on the differentiation of thymocytes from precursor cells [absence of inverse modulation found for the gene thymopoeitin (TMPO)]. The author also found the down-regulation of expression in MS PBMC of the gene O-6-methylguanine-DNA methyltransferase (MGMT), a gene involved in DNA repair. DNA repair mechanism may interact directly with the E2F pathway (Ren et al., 2002). Of note, data from our array experiments showed two differentially genes expressed that relate to DNA repair mechanism, the base excision repair gene (UNG) and BRCA1-associated RING domain protein 1 (BARD1). These two genes are involved in the E2F pathway (Ren et al., 2002) and both were down-regulated with the UNG gene being down-regulated only in chronic active plaques and the BARD1 gene being down-expressed in both chronic active and acute plaques. Of note, BARD1 showed lower down expression in chronic active plaques than within acute plaques. Satoh et al., 2006 established the gene expression pattern using T cells and non T cells of Japanese MS individuals. Their result showed a down regulation of genes involved in DNA repair but as well a very abundant number of apoptotic genes. Such genes included the down regulation in MS of BCL2, TRAIL and DAXX and E2F5. In addition, they confirmed the up regulation of genes associated with inflammation such as IL1 receptor type 2, CXCL2 and ICAM1. In 2006, the same author Satoh (Satoh et al., 2006b) demonstrated the influence of interferon β therapy in MS. A particular gene CXCL9 was suppressed in long term treatment of interferon β in RRMS patients. Besides the findings of the common genes known to be differentially expressed in MS such as CXCL10 expression, Satoh demonstrated (Satoh et al., 2006b) again that pro-inflammatory chemokines are up-regulated following interferon β therapy. Such pro-inflammatory chemokines include CCR2 (monocytic) and CXCR3 (thymocytic).

7. Conclusions

Large power Microarray studies for gene expression in MS are undertaken with subcellular isolated immune cells and post-mortem brain tissues. This area of research is still revealing altered expression of candidate genes. A series of gene expression were studied to assess specific patterns of gene expression in MS patients and animal models. Data demonstrated a strong immunological and inflammatory gene involvement along with a number of stress and antioxidant related genes, metabolic and CNS markers. Particular interest is drawn on genes that are genetically located at MS susceptible loci, loci that were previously revealed by linkage and genome wide screen studies. Present research tends to replicate similar high throughput gene expression investigation but importantly the present investigations are using starting tissue material that presents both with higher quality & integrity. In addition, the research in MS gene expression is undertaken using homogenous cellular material where researchers carefully purify and isolate subpopulation of cells to undertake the gene expression profiling in post mortem brains and blood cells. Promising results are ahead of us; results that need to be replicated and emanating from large power studies with, in this case, the potential and probability to find
new gene candidates and their pathways. Genome wide association studies are enhancing the findings but MS remains still unknown at this stage with a complex pathological mechanism that needs to be unravelled. Combination of GWAS data and Microarrays is with no doubt narrowing the list of key genes that are possibly part of the aetiology of MS and represents therefore an interesting and exciting time for MS research. Clustering analysis should aid in providing a means to classify candidates into global functional groups in the disease course. The large amount of data arising from all these studies is daunting but enhanced statistical analysis and storage of data is promising and would be fast rewarding to find new therapeutics. However, the gene expression experiments in MS brains should be carried out in more accessible and other types of tissue to gain a better picture of MS. Pharmacologically, gene profiling analysis has indicated that some pro-inflammatory molecules are drug resistant to interferon β therapy and seem indeed to be repressed by Lovastatin drug. Intensive investigation of each candidate gene and implicated pathways is the next step in MS research and will require further research at the proteomic level and increased new pharmaceutical trials. Of particular interest are a number of specific genes genetically localised at susceptible loci found to be in linkage with MS (largely reported in genome wide screen studies). However due to clinical complexity of the disease, the heterogeneity of the tissues used as well as the DNA chips/membranes used for the gene profiling, one is faced with a phenomenal load of differentially expressed genes. Although this information is essential for the understanding of the pathogenesis of MS, one must now depict and comprehend the gene pathways and interactome involved in the MS disorder.
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1. Introduction

Sjögren’s syndrome (SjS) is a chronic, inflammatory autoimmune disorder characterized by dry mouth and dry eyes, in which lymphocytic infiltration (primarily CD4 T-cells) of the salivary and lacrimal glands destroy their secretion abilities. Since abnormal activation of T-cells are a key feature of SjS, as well as for other autoimmune conditions, defining the processes for T-cell activation and inhibition are important for understanding SjS autoimmune pathogenesis.

The molecules CD80 (B7.1) and CD86 (B7.2), here forth collectively referred to as B7, are critical costimulatory ligands during the process of antigen presentation because of their abilities to support T-cell receptor (TCR)-mediated responses through their binding to and activation of CD28 receptors on T-cells. Binding of either of these B7 ligands to cytotoxic T-Lymphocyte Antigen 4 (CTLA-4, CD152) counter receptor are crucial for attenuating T-cell responses. Additionally, these processes of activation and inhibition have been shown to be modulated in part by regulatory T (Treg) cells, which are a naturally occurring cell population capable of directly suppressing effector T (Teff) cells activation and proliferation, especially to self-antigens.

In autoimmune diseases, dysfunction of Treg cells is a potential contributor to disease development, where costimulatory requirements for Treg cell proliferation and suppression capabilities may not be met. It is possible that the relative contribution of CD86/CD80 and CD28/CTLA-4 signals to Treg and Teff cells could dictate the potency of suppression and phenotypes of cells. This is important in understanding autoimmune diseases where abnormal ex-
pression of CD86 and CD80 is seen in the target tissue sites and dysregulation of specific Treg populations may contribute to development of autoimmune disorders. Elucidating biological function and mechanisms of action of the CD86/CD80:CD28/CTLA-4 molecules have been the focus of much research over the past several decades since their seminal discoveries in the early 1990s. However, there are still many questions as to how these molecules interact to form specific immune responses in vivo, especially in the field of autoimmunity. In this book chapter, we will describe potential processes for T-cell activation and inhibition and investigate the contribution of abnormal costimulatory/inhibitory signals from CD80/CD86 to the establishment of autoimmune disorders, such as SjS.

2. Overview of costimulatory molecules for T-cell activation and inhibition

Much of the difficulties in achieving a cohesive understanding of the CD86/CD80:CD28/CTLA-4 system stem from various complexities, such as, cell type-specific expression (including varying protein levels and kinetics of expression) and assorted ligand:receptor interactions that contribute to the overall immune phenotype. In this section, we will focus on the expression, interactions, and overall function of these receptors and ligands, especially related to Treg cell activation and suppression function.

2.1. Expression of CD86/CD80:CD28/CTLA-4

The CD28 and CTLA-4 receptors are members of the CD28 family of immunoglobulin-like glycoproteins that are genetically linked on human chromosome 2 and mouse chromosome 1, although they each have distinct patterns of cell surface expression. CD28 is well known to be constitutively present at the surface of all T-cells (CD4 and CD8), where its surface levels are further increased to maximal by 24 hours following TCR activation. CTLA-4 on the other hand is found predominantly located in intracellular vesicles. CTLA-4 is well known to be rapidly removed from the cell surface by clatherin adaptor complex AP-2-mediated endocytosis, such that only a small fraction of CTLA-4 is present on the cell surface under steady-state conditions [1-5]. Following TCR activation CTLA-4 still retains its endocytosis capabilities [6] and yet, its surface concentration is quickly increased by 48 hours after T-cell activation. Delivery of CTLA-4 receptor to the immune synapse has also been shown to be associated with the strength of TCR signaling [7]; indicating that T-cells with higher affinity TCRs are potentially more likely to be attenuated by CTLA-4 receptor activation.

The two known CD28 and CTLA-4 ligands, CD86 and CD80, are members of the B7 family of immunoglobulin-like proteins expressed on a variety of antigen presenting cell (APC) types including dendritic cells (DCs), macrophages, and B-cells [8, 9]. Similar to the CD28 family, the B7 family of ligands appears to derive from gene duplication events, where they are genetically linked on human chromosome 3 and mouse chromosome 16, although, they too have very distinct patterns of expression from each other. CD86 is most commonly con-
stitutively expressed on the surface of professional antigen presenting cells (APCs) or cells such as monocytes [8-10]. On these cell types CD86 is generally more abundantly expressed than CD80. CD86 is rapidly upregulated and maximally expressed by 48 hours in response to its interaction with CD28 receptor or other inflammatory stimuli [9, 11, 12]. Typically, CD80 is not constitutively present on unactivated cells. Following initiation of CD28 or inflammatory stimulation the expression of CD80 is produced at a much slower rate [9]. Interestingly, immature DCs (and Langerhans cells) show evidence that CD80 is the predominantly expressed ligand compared to CD86 [13-15]. These findings are indicative of a predominant role for CD80 in immature or regulatory cells [16-18].

2.2. Relative interaction properties of CD86/CD80:CD28/CTLA-4

The CD28/CTLA-4 receptors and the CD86/CD80 ligands function as multi-subunit proteins comprising of identical protein subunits that provide unique ligand:receptor interactions. CD28 is well known as a homodimer. However, this homodimer configuration only possesses a single ligand binding site, in stark contrast to CTLA-4 homodimer, which is shown to possess two ligand binding sites [19, 20]. Regarding the ligands themselves, CD80 exists as a weak noncovalently bound homodimer based on analytical ultracentrifugation and crystal structure of CD80 [21]. This same dimeric conformation was also observed following crystallization of CD80 complexed with CTLA-4 [20, 21] and photo-bleaching FRET confirmed that CD80 exists predominantly as a dimer on the surface of APCs [22]. On the other hand, CD86 primarily exists as a monomer as detected by analytical ultracentrifugation and gel filtration studies [23]. The crystal structure analysis of CD86 also revealed poor dimer interface [21], but interestingly, crystallization of CD86 complex with CTLA-4 indicates that it can potentially form a dimer as well as crosslink CTLA-4 receptors [24]. Again, crystallization of CD86 without CTLA-4 or in solution indicates that CD86 is unlikely to form stable dimers [19, 23]. Findings based on photo-bleaching FRET also confirmed that CD86 exists as a monomer on the cell surface [22], where CD86 tends to have a faster association and dissociation rate than CD80 to either receptors [25]. The issue for potential receptor mediated dimerization of CD86 is currently unresolved. These findings altogether suggest that CD28 is restricted to having one ligand binding partner, whereas, CTLA-4 is potentially capable of crosslinking linking a single ligand, probably CD80, and forming complex network of interactions receptor:ligand interactions.

Along these similar lines, actual affinity of CTLA-4 for the B7 ligands is much higher than with CD28. However, the differences between CD80 and CD86 binding to T-cell receptors are less remarkable. Relative interaction properties of these molecules indicate preferential interaction between CD80 and CTLA-4, whereas CD86 more biased towards CD28 [19, 20]. CD80 binds CTLA-4 with a modest 10-fold higher affinity than does CD86 ligand [19]. As such, all other things being equal, when CD86 is expressed on APCs, then CD28 is more favored interaction than CTLA-4 at the T-cell:APC interface. Thus, the activation signals elicited by CD86:CD28 are less likely to be attenuated by coincident CTLA-4 ligation and enhancing the costimulatory effects [19]. Actual preferences of each B7 molecule with CD28 and CTLA-4 were tested in APCs deficient in either CD86 or CD80, where relative seques-
tration of CD28 and CTLA-4 in the immunological synapse was evaluated. Results from this study do indicate that CD80 does preferentially bind to CTLA-4 and CD86 shows better interaction with CD28 on the cell surface [26].

2.3. Functions of CD86/CD80:CD28/CTLA-4

As mentioned previously, the receptors CD28 and CTLA-4 are members of the CD28 family of immunoglobulin-like glycoproteins expressed on both CD4+ and CD8+ T-cells. These receptors share the same B7 ligands; however, they have opposing functions on T-cells. CD28 receptor activation supplies additional signals to support TCR-mediated responses, such as, T-cell proliferation, cytokine production, cell survival, and promotes T-cell help to B cells [1, 27-29]. As expected, CD28 deficient mice have impaired T-cell activation in response to antigen [30], as well as, defective B cell responses [29, 31]. These additional costimulatory signals provided by CD86 have been suggested to function to decrease the threshold for T-cell activation, thereby, reducing the contact time with APC required for T-cell activation [32, 33]. CTLA-4 receptor activation provides signals to effectively attenuate T-cell responses. The inhibitory function of CTLA-4 was first described from CTLA-4 deficient mice that exhibit a fatal CD4+ T-cell hyperproliferation and multi-organ infiltration [34-36]. These abnormally activated T-cells are potentially reactive to multiple self-antigens despite apparently normal thymic selection [37]. These T-cells are primarily mediated through activation of CD28, since mice deficient in both CTLA-4 and B7 do not develop disease [38, 39] and where a specific mutation in CD28 prevents disease induction [40]. CTLA-4 has now been better established in its role in the suppressive function of Treg cells [41-44]. The mechanisms by which CTLA-4 in Treg cells directly suppresses immune responses includes the delivery of negative signal towards inhibition of Teff cell proliferation and activation [45, 46], as well as, through the removal of B7 molecules from the surface of the APCs [47]. However, there is also the potential for CTLA-4 competition with CD28 for ligands that could contribute to suppression functions as well. Altogether, CTLA-4 has a major role in modulating CD28-mediated activation.

The differences in CD80 and CD86 function in regards to T-cell activation and inhibition are not so well appreciated. There is still a general perception that CD80 and CD86 are interchangeable costimulators with differences only in kinetics of expression and cell type distribution. Despite the obvious overlapping functions, these B7 molecules do show evidence of distinct biological effects, predominantly with CD80 having more inhibitory roles and effects on Treg cells. A classic example of this phenomenon is in the non-obese diabetic (NOD) mouse model. In this model, blockade of CD80 by monoclonal antibodies (MAbs) exacerbates disease, while blockade of CD86 prevents disease [48]. It is possible that with blocking of CD86, the available CD80 could have enhanced interactions and would thus be free to interact with CTLA-4, thus attenuating T-cell activation. Blocking of CD80 would potentially free CD86 to interact with CD28 making it more likely to provide help activate self-reactive T-cells. Since NOD Tregs appear more dependent on CD80 for their maintenance, these self-reactive T-cells may not be attenuated as well [49].
A more recent regulatory function has also been found for CD80, where CD80 acts as an alternate ligand for programmed death ligand 1 (PD-L1, B7H1, CD274) [50]. PD-L1 is well known to induce inhibitory signals in T-cells and to inhibit T cell proliferation. The affinity of CD80 for PD-L1 is intermediate between its affinity for CD28 and CTLA-4, yet still threefold less than the affinity of PD-L1 for PD-1 [50]. The function of this CD80:PD-L1 interaction in immune responses was shown in vivo where this pathway was shown to prevent alloimmune responses and where these tolerogenic effects were mediated by the interactions of PD-L1 on APCs eliciting an inhibitory signal through CD80 expressed on T-cells [51]. Specific blockade of this CD80/PD-L1 interaction indicates that the inhibitory signal from CD80 but not PD-L1 is responsible for attenuation of T-cell expansion and enhancement of T-cell anergy. Blocking of this interaction specifically led to enhanced expansion and restored antigen responsiveness in previously anergized T-cells [52].

2.3.1. Regulatory T cells

There are several lines of evidence suggesting that the expression of CD80 and CD86 ligands by APCs are important in maintaining Treg cell homeostasis and suppressive function in the periphery. B7 blockade experiments have indicated that continual expression of B7 in the periphery is necessary to maintain the Treg compartment as indicated by the reduced CD25 expression following blockade [53]. Additionally, blocking antibodies to B7 also was capable of inhibiting the natural turnover of adoptively transferred Treg cells in vivo [54].

The relative contribution of CD86 and CD80 to Treg cell responses is more difficult to describe because of their overlapping functions, however, definite differences have been indicated. The relative expression levels of CD86 and CD80 on DCs are well known to be modulated during the progression from immature to mature state. For example, DCs expressing high levels of CD86, makes them particularly proficient at driving Treg cell proliferation [55], where CD86 was shown to be more important than CD80 in this regard [56]. These findings are all consistent with CD86 being a better ligand for CD28 in the face of CTLA-4 expression and potentially better at stimulating Treg proliferation in these settings. CD80 appears to contribute more to the inhibitory functions of Treg cells through its involvement with CTLA-4. For example, in the presence of antibodies to either CD80 or CTLA-4, Treg suppression abilities were impaired when the CD25- responder T cells are not exposed to the blocking antibodies [56]. Evidence also suggests that Teff cells from B7-deficient mice are resistant to suppression by wild type Tregs, where CD80 on Teff cells was largely shown to be the dominant ligand for mediating suppression capabilities of Treg cells [57]. This effect is potentially mediated by a CD80 cell-intrinsic negative signal into Teff cells that helps facilitate suppression. The receptor for B7 that mediated this effect was not identified, but due to the requirement for Treg cells it appears to be mediated by CTLA-4 [57]. The transfection of either CD80 or CD86 into Chinese hamster ovary cells (CHO), indicate CD80 could direct CTLA-4-mediated inhibition of resting human T cells through the activities of CD25+CTLA-4+ Treg cells [43]. Additional to the effects of CD80 through CTLA-4, suppressive functions of CD80 have shown that the PD-L1/CD80 pathway also leads to promotion of the in vivo expansion of donor natural Tregs in allogeneic recipients [58]. The proposed
mechanism of action is that IFN-gamma upregulates tissue expression of the PD-L1 on APCs and parenchymal cells. Expression of PD-L1 on those cells in normal tissues is thought to be capable of interacting with CD80 expressed on Treg cells, promoting development and maintenance of Treg cells [58].

Therefore, it is possible that under a steady state condition, low CD80 and PD-L1 expressed by immature DCs preferentially interacts with CTLA-4 and CD80 predominantly expressed by Treg cells, thus, promoting Treg function and maintenance. However, specific mechanisms of controlling Treg cell maintenance and suppression functions through these signaling molecules are still areas requiring exploring. Following inflammatory stimuli and DC maturation, where there is a relative upregulation of CD86 compared to CD80 along with higher levels of antigenic stimulation, Treg suppressive capacity should become reduced. This is supported by the finding that CD28 and TCR stimulation could antagonize suppressive function of Treg cells [43, 59]. Therefore, CD80 and CD86 may have somewhat opposing roles in aiding suppressive capacity through CTLA-4 vs. activation of T-cells cells through CD28, where their relative expression could influence this balance (Figure 1).

![Figure 1](image)

**Figure 1**. Mechanism by which Treg cells balance responses to B7 ligand stimulation. (A) Relatively high expression of CD80 on APC favours enhancing suppressive function of Treg cell and inhibits T-cell proliferation. (B) Increase in CD86 following activation of APC favours inhibition of Treg cells and enhances T-cell proliferation. Specific signalling requirements of Treg activation and inactivation are still to be determined.

3. Impact of CD86/CD80 molecules in autoimmune disease

The relative contribution of CD86 and CD80 to the development of autoimmunity is difficult to evaluate because of the diverse cells and interactions involved in disease pathogenesis. However, interesting trends have appeared where alterations in relative expression of CD86 and CD80 in the target tissues and alterations in Treg numbers and function may contribute
to the onset of autoimmune diseases. In this section we will review some information on the rheumatic autoimmune diseases systemic lupus erythematosus and rheumatoid arthritis as well as cover important findings regarding autoimmune diabetes. The major focus of this section will be on elucidating the pathogenesis of Sjögren’s syndrome as it is related to target tissue expression of B7 molecules and role of Treg cells in these tissues.

3.1. Systemic lupus erythematosus

Systemic lupus erythematosus (SLE) is a chronic multi-organ autoimmune disease distinguish by imbalanced T-cell homeostasis towards activated Teff cell subsets Th1 and Th2 and can affect multiple organs and systems of the body. It is well characterized by the number and variety of autoantibodies produced and is well marked by anti-nuclear antibody production. Many of the symptoms are caused by impaired antigen-antibody complex clearance and thus triggering inflammatory responses in multiple sites. Because of the difficulty in evaluating patient disease progression several mouse models have been used to evaluate how abnormal costimulation and Treg cells contribute to disease. The autoimmune BXD2 mice indicates that type I IFN can promote autoimmune responses through the upregulation of CD86high expression on marginal zone precursor B-cells, which were shown to be located at the T-B-cell border of the spleen germinal centers [60]. In regards to Treg maintenance, the (NZB x NZW)F1 and (SWR/NZB)F1 lupus-prone mice had reduced numbers of CD4+CD25+ cells [61]. There was no intrinsic defect in the suppressive function of the (NZB x NZW) F1 mice [62]. Additionally, only marginal defects in Treg suppression were observed in MRL/Mp mice [63]. MRL/lpr mice with strong lupus disease were found to have normal percentages of peripheral CD4+CD25high T-cells and that Foxp3 expression was unaltered. However, they do display a reduced capacity to suppress and effector CD4+CD25- T-cells were significantly less susceptible to suppression. Importantly they also found that CD80/CD86 were underexpressed on Teff, APCs, and on Treg cells, suggesting that the reduction in these molecules could be contributing to the reduced abilities of Treg cells to suppress [64].

3.2. Rheumatoid arthritis

Rheumatoid Arthritis (RA) is a chronic inflammatory disease characterized by inflammation of the joints and surrounding tissue including mononuclear cell infiltration of synovial tissue. Predominant lymphocytes present in rheumatoid synovium focal infiltrates are lymphocytes (predominantly CD4+ T-cells with relatively few positive for CD25), macrophages, and plasma B cells. The expression of CD86 was readily detectable in the synovium compared to osteoarthritis synovial [65]. In contrast, CD80 expression was not significantly expressed in the synovium [65]. Overall, the expression of CD80 on APCs in the synovium is generally low, while expression of CD86 is relatively high and is expressed on several APCs including DCs, B-cells, and macrophages [66-70]. Blocking of CD28 signaling pathway has also been shown to prevent or even treat autoimmune disease [71], indicating that CD28 is probably a regulator in the induction of autoimmune diseases. For instance, CD28 deficient mice are resistant to collagen induced arthritis [72] and inhibition of both CD80 and CD86
during the induction phase of collagen induced arthritis prevents the development of disease [71, 73, 74]. Arthritis is also abolished and autoantibody production is suppressed in MLR/lpr mice lacking CD28, however, the accumulation of abnormal T cells is almost unchanged [75]. Indicating CD28 may have a better role in aiding B cell responses in this model. Most importantly, treatment with blocking CTLA-4-Ig also significantly improved signs and symptoms and Treg function of RA patients in clinical trials [76]. In general, Treg cells with diminished suppressive capacity were obtained from synovial fluid of patients with RA [77, 78]. Functional studies of Treg cell defects in mice related to RA indicate that defects in CD4+Foxp3+ Treg cells in K/BxNsf mice exhibited earlier onset and more aggressive progression of arthritis than K/BxN littermates [79]. This was accompanied by plasmacytoid dendritic cells expressing high levels of CD86 and CD40, but not CD80, in synovia and increase memory CD4+ T-cells in the spleen and draining lymph nodes [79]. These mice also exhibit an abnormal accumulation of mature plasma cells in spleen and associated loss of bone marrow plasma cells. These plasma cells were also less susceptible to cell death [80]. Overall, it appears the function of CD28 to the pathogenesis of RA, potentially mediated through over expression of CD86 appears to have a major function in disease pathogenesis.

3.3. Autoimmune diabetes

B7 molecules have potential influence on autoreactive T cells in animals genetically predisposed to autoimmune disease. Adoptive transfer of NOD B-cells previously blocked with B7 MAbs along with diabetogenic T-cells into NOD.scid mice protected associated type 1 diabetes [81]. Again, as mentioned previously NOD mice treated with blocking CD86 MAbs prevents the spontaneous development of diabetes, whereas blocking CD80 accelerates and worsened disease [48]. Treatment of NOD mice older than 10 weeks of age with blocking CD86 MAbs did not alter the course of disease [48]. These results indicate that in the NOD background, the influence of CD86 to promotion and CD80 to suppression of disease occurs early on in disease pathogenesis. Breeding of CD86 deficiency onto NOD background prevented the development of diabetes, as expected from previous studies. However, aging mice around age 20 weeks would develop a peripheral neuropathy characterized by demyelization and defective nerve function due to mononuclear cell infiltration of peripheral nerves [82]. This was accompanied by a high level of CD80 expression on the APCs in the spleen as well as on the nerves of affected animals [82]. This is similar to reports seen in Experimental Autoimmune Epithelitis (EAE) and Multiple Sclerosis (MS) patients [83, 84], where downregulation of CD86 and upregulation of CD80 is observed on CNS-infiltrating cells and splenocytes. These somewhat conflicting findings for autoimmune diseases can potentially be explained by differences in interplay of local cellular interactions, cytokines and chemokines that may alter B7 expression. In this case, high expression of CD80 could potentially allow activation of CD28 signaling and autoimmune activation rather than suppression.

There is still some debate on whether Treg cells contribute to autoimmunity with regards to their deficits and functionality in autoimmune diabetes. Treg depletion or B7-deficiency (significant loss in CD4+CD25+ cell population) in NOD mice leads to accelerated disease onset
[53, 54]. The importance of Treg number to quality of suppression was shown with polyclonal Treg adoptive transfer to NOD.scid at a 2:1 ratio (Treg:Th1) was unable to suppress, while 5:1 ratio was able to provide protection in approximately half of the recipients. Therefore, with sufficiently large populations of Tregs, there may be adequate numbers of antigen-specific Tregs capable of suppressing diabetes [85]. It is interesting to note that Treg cells developed in vitro from induced GAD-IgG transduced splenocytes were capable of suppressing diabetes in NOD mice. This was accompanied by a higher ratio of CD80 compared to CD86 expression in splenocytes, which was sufficient to allow development of functional Treg cells (Foxp3+) in this model [86-88]. Depletion of CD4+CD25+ cells from transduced splenocytes transferred into NOD mice showed increased ratio of CD86 to CD80 in splenocytes. Blocking of CD80, but not CD86, reduced the relative quantity of Foxp3 [87]. Along these lines, a progressive decrease was observed in the Treg cell:Teff cell ratio in inflamed islets but not in pancreatic lymph nodes in NOD mice. Intra-islet Treg cells expressed reduced amounts of CD25 and Bcl-2, where the administration of low-dose interleukin-2 (IL-2) promoted Treg cell survival and protected mice from developing diabetes. Together, these results suggest intra-islet Treg cell dysfunction is a root cause of the progressive breakdown of self-tolerance and the development of diabetes in nonobese diabetic mice [89]. However, there is still some debate on whether NOD mouse Treg cells are sufficient in regulating Teff, since Tregs from NOD and B6g7 mice were equally effective but NOD T conventional cells were hyper-responsive to stimulation [90].

3.4. Sjögren’s syndrome

Recently in SjS, as with some of the other autoimmune diseases previously mentioned, the emphasis of pathogenicity has been placed on CD86 expression in the salivary gland environment. Expression of CD86 and CD80 in SjS patient salivary gland tissue compared to patients with nonspecific sialadenitis was first described in 1999, where expression of both ligands were found in ductal and acinar regions of immunohistochemically stained tissue sections [91]. It was recently shown that the functional expression of CD86 on salivary gland epithelial cells derived from SjS patients are capable of interacting with CD28, but its binding to CTLA-4 was reduced [92]. Therefore, salivary epithelial cells are possibly functioning to promote production of IL-2 and T-cell proliferation. This paper also indicates that expression of CD80, contrary to other immunohistochemistry results suggesting that CD80 is expressed [93],[94], could not be established in their salivary gland epithelial cells. It is difficult to establish the relative expression of these molecules in vivo, since several other studies were conducted on cell lines derived from patient biopsies under cytokine stimulating conditions or from immunohistochemistry of tissue sections using BB1 antibody, which potentially shares reactivity with non-B7 proteins such as MHC class II invariant chain [92, 95]. Further studies may be required to verify the production of CD80 as well as the relative expression of each of these ligands in the salivary glands of patients and healthy controls.

However, in C57BL/6 (B6) mice the overall expression of B7 is relatively low (CD86 greater than CD80) in normal mouse submandibular salivary glands compared to lymphoid tissues and is located predominantly along the ducts and among acini as previously indicated in
human patients (data unpublished, [96]). Presumably, these cells are salivary gland epithelial cells, where the expression of low level costimulatory ligands is presumed normal and possibly protective. As for mouse models for SjS, retinoblastoma-associated protein 48 (RbAp48) transgenic mice, using a salivary gland specific promoter [97], resulted in the development of SjS-like symptoms. In salivary gland tissues of these mice the protein expression of MHC class II, CD86, CD80, and ICAM-1 were all upregulated in affected mice salivary glands. Where the expression levels of CD86 is higher than CD80 in the SMX, indicating a potential pathogenic role of CD86 to disease initiation [96]. Another mouse model of SjS, the C57BL/6.NOD-Aec1Aec2 is a double congenic mouse model of primary SjS syndrome that contains two genetic regions (Idd3 and Idd5) derived from the NOD mouse model [98]. These genetic regions confer spontaneous development of SjS-like syndrome on the B6 background. A recent study using this model highlighted the importance of local B7 molecules and signaling through CD28 to disease progression [99]. In this report AAV transduced expression of the CTLA-4-Ig (blocks B7 molecules interactions) in the salivary glands of SjS-prone mouse model. Delivery of this gene construct via AAV prior to disease onset prevented glandular damage and lymphocytic cell infiltration commonly associated with disease, as well as, prevented loss of saliva secretion in the treated mice [99]. This was also accompanied by a significant increase in transforming growth factor beta-1 (TGF-B1) in the salivary glands and draining lymph nodes of these mice [99]. These results suggest a potential regulatory role (either Treg or epithelial cells) involved with treatment of CTLA-4-Ig. Authors of this paper did not explore the mechanisms of action of this molecule. Along similar lines, another study involving treatment of blocking CD86 MAbs to another mouse model of primary SjS, the NFS/sld 3-day thymectomized mutant, was shown to prevent the autoimmune lesions and autoantibody production to a-fodrin [100]. Along with previous lines of research indicating a negative regulatory role of CD80, no significant effects were seen in mice treated with anti-CD80 MAbs [100]. These results together outline the importance of costimulation to disease onset and severity and highlight the influence of CD86-CD28 as a potential mediator of disease initiation in salivary and lacrimal glands.

Results regarding Treg involvement in the pathogenesis of SjS have been contradictory. However, increasing evidence details defects in Treg contributing to disease. Recently it has also been shown that in situ patrolling Tregs are essential for protection against autoimmune exocrinopathy. In this system, CCR7 deficient mice were unable to allow Treg egress from lymph nodes into peripheral tissues such as salivary and lacrimal glands, and that this resulted in disease resembling SjS [101]. Interestingly, wild-type C57BL/6 mice evaluation showed approximately 30% lacrimal and 23% salivary expression of Foxp3+ cells under steady-state conditions, while CCR7-deficient mice had approximately 7% and 9% respectively [101]. The Foxp3-deficient scurfy mouse model (essentially deficient in Treg cells) adds more complexity to the issue of roles of Tregs, since these mice do not develop inflammation or inflammatory cell infiltration into their salivary or lacrimal glands, however, adoptive transfer to Rag-deficient mice induces multi-organ inflammation in salivary, lacrimal glands, stomach, small intestine, pancreas, colon, and even skeletal muscle. This included inflammation in the lacrimal and salivary glands as well as inhibited salivary function, where infiltration was located primarily in the acini and granular convoluted tubules [102].
SjS patients have also been shown to have decreased number of Tregs (CCR7+Foxp3+) in salivary glands compared to controls [101]. In line with this direct tissue evidence, there are also several other reports of fewer salivary Tregs present in patients with SjS [103, 104] and reports of Tregs with decreased suppression capabilities [105]. Reports of increased number of Foxp3+ Treg cells in the salivary glands of patients with SjS [105, 106], was positively correlated with the grade of infiltration as evaluated by Chisholm score [106]. The authors do not address potential mechanisms for this observation. The observed number of Foxp3+ cells in the peripheral blood was unchanging between SjS, RA, and healthy controls [106]. It is possible that the observations of increased numbers of Treg cells in the salivary glands of patients with SjS could be a result of proliferative enrichment due to increased costimulatory signaling (CD28 and CD86), and may have altered suppressive function as a result.

4. Conclusions

In autoimmune diseases, dysfunction of Treg cells is a potential contributor to disease development, where costimulatory requirements for Treg cell proliferation and suppression capabilities may not be met. Based on reviewed research on autoimmune diseases, it appears that contribution of CD86 to Teff cells via CD28 signaling are potentially one of the initiating factors of disease, at least in the cases RA, autoimmune diabetes, and SjS. The lack of CD80 regulatory effects on these diseases appears in general to be due to a lack of expression on certain cell types, such as resident epithelium as in RA and SjS. In the previously mentioned model where CD80 helps suppressive Treg function, this relative lack of CD80 earlier in disease onset could be contributing to the allowance of autoreactive T-cells to respond towards self-antigens. However, regulatory mechanisms of B7 ligand expression as well as the differential signaling mechanisms that control Treg maintenance and function with regards to CD80 and CTLA-4 signaling pathways have yet to be elucidated. Some of the previously mentioned contradictory findings as to abnormal expression of B7 molecules and their function in autoimmune diseases could be explained by multiple factors such as genetic background, relative expression of B7 ligands, immune microenvironment, and timing of critical immunological events. Better understanding costimulatory and inhibitory requirements of CD80 and CD86 are worth further looking into since clinical trials involving CTLA-4-Ig (Abatacept, Orencia) have shown promise in clinical improvement for RA [107] but not so well in controlling flares in patients with non-life threatening SLE [108]. Clinical trials are also underway for MS and Type I diabetes, where findings do show efficacy in controlling disease activity in MS [109] and delaying beta cell loss in diabetes patients [110]. There is no data available for use of CTLA-4-Ig in SjS patients. However, the previously mentioned findings with CTLA-4-Ig in SjS-prone mice do show promise for the use of costimulatory blockade in prevention of disease [99]. Mechanisms involving these observed protective effects of blocking B7 with regards to Treg maintenance and function should also be explored, since regulation of specific Treg populations may contribute to development of autoimmunity. Overall, there are still many questions as to how the CD86/CD80:CD28/CTLA-4 family interacts to form specific immune responses in vivo, especially in the areas of Treg develop-
ment, homeostasis, and suppression function. It is well established that Treg cells are important to the prevention of autoimmunity. Whether targeting costimulatory molecules to drive desirable Treg development and function to a complete reversal of disease phenotype needs to be further clarified in autoimmune diseases, especially in SjS.
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1. Introduction

The immune synapse is the interface between an antigen-presenting cell and a lymphocyte [1-4] as well as the interface between different lymphocytes, Natural Killer cells, and target cells [5]. This intercellular connection serves as a focal point for exocytosis and endocytosis [6]. Numerous investigations have elucidated the structure of the immunological synapse. The synapse is composed of a central region: a central supramolecular activation complex SMAC [cSMAC], a T cell receptor (TCR) cluster and associated signaling proteins, and peripheral SMAC (pSMAC) of a ring of tight adhesion between the reacting cells [7]. The separated space of SMAC is the place of exocytic and endocytic events in this site but the precise site of signaling is not known [8]. The early signaling process occurs in peripheral microclusters in the pSMAC and the cSMAC in T and B cell synapses [9-12]. CD4 T cells form long-lived synapses with APCs – the synapses live few hours. CD8 T cells form transient synapses, lasting only minutes, because the target cells are killed [13,14]. In this cytotoxic synapse, activated Src kinases were detected in the cSMAC [13]. The cSMACs play an important role not only in signaling but also in receptor recycling because endosomal compartments polarize to the point immediately beneath the cSMAC of the immunological synapse [15]. The endosome comes to lie underneath the cSMAC as polarization of the microtubule skeletons occurs during synapse formation. This polarization is antigen-dependent. The receptor activation leads to accumulation of actin across the synapse and formation of an outer ring around the synapse [16,17]. The cytotoxic reaction of lymphocytes CD8 is connected with release of specialized lysosomes containing the lytic pore-forming protein perforin, which enables granzymes to lead to rapid apoptosis of the target cell [17]; the centrosome in the lymphocytes is polarized right up to the plasma membrane containing the synapse cSMAC [18]. The lytic granules are delivered to a specialized secretory domain within the synapse by moving along the microtubules toward the centro-
some. Granule contents are then released into a small cleft between the two cells [17]. Since the overall levels of surface and endocyotosed proteins remain the same regardless of ICAM-1, this suggests that ICAM-1–LFA-1 engagement in the pSMAC acts to restrict and focus endocytic and exocytic events to the center of the synapse. Griffiths suggests that the centrosome may play a role in identifying a specialized area of membrane for focal endocytosis and exocytosis [6]. An important role in formation of the immunological synapse is played by the localization of mitochondria – the mitochondria can activate and terminate the activity of immune synapses [19]. The in vivo image of T cell activation is slightly more complex. In an experimental system that uses subcutaneous injection of labeled LPS-activated dendritic cells followed by intravenous injection of naive transgenic CD8+ T cells, behavior of these cells and a three-phase model for T cell activation were observed: [20]. Phase 1 includes initial transient T cell–DC interactions characterized by continued rapid T cell migration that can last from 30 min to 8 h depending on the pMHC density. Signals in phase 1 are integrated through kinapses. Phase 2 is a period of stable T cell–DC interactions lasting ~12 h, during which cytokines such as IL-2 are produced. Signals in phase 2 are integrated through the immune synapse. Phase 3 is a return to transient T cell–DC interaction and rapid T cell migration during which the T cell divides multiple times and then exits the lymphoid tissue. The correct interpretation of these stop and go signals is critical for generation of effector and memory T cells [21,22].

The aim of the study is presentation of the ultrastructure of immune synapses between T-cells and plasma cells and target cells in vivo in autoimmune thyroid diseases.

2. Material and methods

2.1. Patients

A group of children and adolescents was chosen for the study to exclude the impact of aging processes and other diseases connected with age: circulatory disorders, arterial sclerosis, and drug use.

The study involved 90 children: 30 children affected with Graves’ disease, 30 children with Hashimoto’s thyroiditis and 30 children as a control group. The children were treated in the Department of Pediatric Endocrinology and Neurology in Lublin and in the Pediatric Department in Rzeszow in the years 1994 – 2007 and operated on in the Surgery Department of the Regional Hospital in Lublin and in the Regional Hospital in Rzeszow.

The investigation was accepted by the local Ethical Committee at the Medical University in Lublin.

2.1.1. Control group

The control group consisted of 30 children aged 6-19 who had died in accidents and of other non-autoimmune diseases; the thyroid specimens were taken during autopsy (n=25). Some specimens were taken during a surgical operation of thyroglossal cysts and during surgery of parathyroid glands (n=5). These were fragments of routinely sampled tissue specimens for
standard pathologic investigations. All the children were in euthyreosis [Tab.1]. All children’s parents signed an informed consent before autopsy or surgical operation.

2.1.2. Patient qualification procedure

All patients’ parents signed an informed consent before these investigations.

All the patients received physical examination to assess the goiter and clinical signs and symptoms of thyroid disorders. The TSH (Thyroid-stimulating hormone), fT4 (free thyroxin) and TT3 (total triiodothyronine) hormones were measured by MEIA (Abbott Kit, Langford, Ireland). The levels of TSH receptor antibodies were measured by RIA (TRAK assay BRAHMS Diagnostica GmbH, Berlin, Germany). The thyroperoxidase (TPO) and thyroglobulin (TG) antibodies were assayed by LIA (Lumitest BRAHMS Diagnostica GmbH, Berlin, Germany).

In the patients with Graves’ disease, symptoms of thyrotoxicosis: goiter, tachycardia, sleeplessness, anxiety, high diastolic/systolic blood pressure amplitude, an increase in fT4 (mean 3.8± 0.7 ng/dl) and TT3 (mean 363±175.3 ng/dl), and a decrease in TSH (mean 0.004±0.003 mU/l) were observed. The levels of antibodies against the TSH receptor (TRAB) (7-462U/ml) and the levels of TPO antibodies (21-663U/ml) and TG antibodies (25-13351U/ml) were usually increased. The patients were treated with methimazole in initial doses 0.9-0.5 mg/kg b.w./day during 4-6 weeks and after that time, when in euthyreosis, they got maintenance doses c.a.0.1 mg/kg b.w./day (mainly 5mg/day) in combination with a low dose of l-thyroxin (25μg/day) during 18-24 months. Children with Graves’ disease, whose early relapses of hyperthyreosis necessitated surgery treatment – thyroidectomy after 18-36 months, were qualified for the investigation [Tab. 1].

Hashimoto’s thyroiditis was recognized in patients with parenchymal or nodular large size goiter accompanied by pressure to other neck structures in the phase of euthyreosis or hypothyreosis, rarely in hyperthyreosis (Hashitoxicosis). In ultrasonography, a non-homogeneous structure of the thyroid was observed. The levels of TPO Ab and TG Ab were increased, but the levels of the TRAb were in normal ranges. In histopathological examination, mononuclear lymphatic infiltrations in the thyroid parenchyma were detected, and Hashimoto’s thyroiditis was diagnosed. Before surgery, the patients were usually treated with l-thyroxin 25-100 μg/day. [Tab. 1].

<table>
<thead>
<tr>
<th>Patients number</th>
<th>Age [years]</th>
<th>TSH mIU/L</th>
<th>fT4 ng/dl</th>
<th>TPO Ab IU/L</th>
<th>TG Ab IU/L</th>
<th>TSI IU/L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graves’ disease</td>
<td>30</td>
<td>5-19</td>
<td>0,001-0,005</td>
<td>3,3-5,1</td>
<td>21-6663</td>
<td>25-13351</td>
</tr>
<tr>
<td>Hashimoto’s thyroiditis</td>
<td>30</td>
<td>8-19</td>
<td>0,600-98,800</td>
<td>0,1—2,3</td>
<td>132-9856</td>
<td>128-14567</td>
</tr>
<tr>
<td>Control group</td>
<td>30</td>
<td>6-19</td>
<td>0,270-4,200</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Normal ranges</td>
<td></td>
<td></td>
<td>0,270-4,200</td>
<td>0,8-2,3</td>
<td>&lt;34</td>
<td>&lt;115</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the patients examined before treatment
3. Ultrastructural investigations

Specimens for ultrastructural investigations were obtained during thyroidectomy. Small segments of thyroid were cut into 0.5mm³ pieces and fixed in 4% glutaraldehyde in 0.1 M cacodylate buffer, pH 7.4 for 24 h in 4ºC, post fixed in 2% OsO4 in the same buffer for 1h in room temperature, dehydrated in a graded series (up to 100%) of ethanol and embedded in 812 Epon. They were then polymerized at 60ºC. Five specimens were taken from every thyroid from each patient with Graves’ disease, Hashimoto’s thyroiditis, and from the control group. Epon blocks were cut with an RMC MT-7 ultramicrotome, USA. From every specimen were analyzed serial 10 slides. Ultrathin sections were contrasted with uranyl acetate and lead citrate and examined under the EM 900 Zeiss Germany Electron Microscope.

4. Results

In the control group of children without a thyroid disease, lymphocytes in the interstitium of the thyroid gland were observed sporadically. The lymphatic cells did not cross the basal membrane of thyroid follicles, were not in contact with thyrocytes and did not form groups. In Graves’ disease, T cells that crossed the basal membrane of the vesicles were observed to be in contact with thyrocytes. The lymphocytes migrated to thyroid follicles from capillary vessels or from lymphatic follicles. The migrating T-cells had numerous projections – lamellipodia on their surface. Polarization of cell organelles was already visible in narrow capillaries. The lamellipodia, mitochondria, and the Golgi system were located in the same part of the lymphocyte [Fig.1]. T cells, which penetrated across the basal membrane between thyrocytes, looked similar [Fig. 2]. The T- cells formed numerous junctions with thyrocytes. The structure of these connections was similar to zonula occludens with an area of cell membrane fusion and area of free spaces between cells, in which protein substances were secreted [Fig.2]. The T-cells were not polarized in those connections with thyrocytes. The thyrocytes were not damaged, but were active and had numerous mitochondria, secretory vesicles and a big amount of euchromatin in the nuclei [Fig. 2].

In Hashimoto’s thyroiditis, the sites of contact between T-cells and lymphocytes had the character of an immune synapse, too. The synapse, however, looked different. The T-cells were polarized – the centrioles, mitochondria, Golgi system, and secretory vesicles were present in the part connected with the thyrocytes. The synapse was composed of a distal part – an adhesion zone, and a central part – a space in which electron dense substances were secreted [Fig.3]. The thyrocytes staying in contact with T-cells exhibited the features of apoptosis: dark, concentrated heterochromatin in the nucleus, swollen mitochondria, and enlarged cisterns of endoplasmic reticulum.

In AITD, synapses between plasma cells and thyrocytes were observed. In Graves’ disease, synapses were formed in the distal part – zonula adherens - without fusion of thyrocyte and plasmocyte cell membranes and in the central part - the space between membrane of plasma cells and thyrocytes. Electron dense substances from the rough endoplasmic reticulum of the
plasma cells – most probably immunoglobulins - were secreted to this space [Fig.4]. Immunoglobulins encrusted the basal membrane of thyrocytes. The thyroid cells staying in contact with plasma cells were active: with a big amount of euchromatin in the nucleus, numerous secretory vesicles, and abundant microvilli [Fig.4].

Figure 1. The lymphocyte migrating in the capillary vessel. Polarization of the lymphatic cell is visible: lamellipodia, mitochondria, and Golgi complex are present on the same side. N- nucleus, M- mitochondria, G-Golgi system, RBC- red blood cell. TEM magn. 15 000x.

Figure 2. The lymphocyte between thyrocytes in the thyroid follicle in Graves’ disease. The lymphocyte formed numerous immune synapses with the thyrocyte. The immune synapses are limited by zonula occludens (pSMAC with fusion of cell membranes). The space (cSMAC) is visible in the center of the immune synapse. The thyrocytes are active without signs of damage. RER – rough endoplasmic reticulum, M-mitochondria, V-secretory vesicle, MB- basal membrane, IS- immune synapse. TEM magn. 15 000x.
Figure 3. The lymphocyte between thyroid follicles in Hashimoto’s thyroiditis. The lymphocyte is connected with the thyrocyte by an immune synapse limited by zonula adherens without cell membrane fusion (pSMAC). The space (cSMAC) is visible in the center of the immune synapse. The lymphocyte organelles are polarized under the synapse: centriole, mitochondria, granules, and Golgi complex. Signs of damage are present in the thyrocyte: enlarged cisterns of rough endoplasmic reticulum. C-centriole, M-mitochondria, G-Golgi system, L-lysosome, RER-rough endoplasmic reticulum, N-nucleus. TEM magm. 25,000x

Figure 4. The plasma cells in contact with thyrocytes in Graves’ disease. a) The space of the immune synapse in which electron dense substances, probably antibodies, are secreted. Enlarged cisterns of endoplasmic reticulum were observed in the thyrocyte. RER-rough endoplasmic reticulum, CM cell membrane, * immunoglobulins. TEM magn. 25,000x. b) The advanced phase of the immune reaction: the deposits of immunoglobulins in the space between the thyrocyte and plasmocyte. The space of the immune synapse is limited by zonula adherens. CM – cell membrane, RER-rough endoplasmic reticulum, * immunoglobulins deposit. TEM magn. 25,000x
In Hashimoto’s thyroiditis, polarization of plasma cells was observed; the centrioles and Golgi system, mitochondria and well-developed rough endoplasmic reticulum were observed in the part connected with thyrocytes. In some areas of the contact places, secretion of substances with medium electron density from plasma cells to thyrocytes was observed [Fig.5]. The plasma cells adhered in a large area to thyrocytes, and the thyrocytes exhibited features of damage and destruction: fragmentation of the endoplasmic reticulum, edema of mitochondria, and condensation of the chromatin in the nucleus. In advanced stages, destruction and fragmentation of thyrocytes were observed.

![Figure 5](image_url)

Figure 5. The plasma cell in contact with thyrocyte in Hashimoto’s thyroiditis. The immune synapse is composed of a surrounding adhesion zone (pSMAC) in the central part of the site of exocytosis of electron dense substances and vesicles from plasma cell. Polarization of the organelle is visible in the plasma cell: centrioles, lysosomes, and mitochondria in the region of immune synapse. The thyrocyte is damaged with edema of mitochondria and destruction of endoplasmic reticulum. C-centriole, M-mitochondrium, RER-rough endoplasmic reticulum, N-nucleus. TEM magm.25 000x

5. Discussion

The immune synapses occurring in the thyroids of patients with Graves’ disease were similar to the synapse described by Dustin [23]. Dynamic studies with planar bilayers further showed that the immune synapse was formed through a nascent intermediate in which activating TCR clusters are formed first in the pSMAC and then move to the cSMAC region in an F-actin-dependent process in a few minutes to form the pattern [7].

In the connection between thyrocytes and T-cells, the zonula occludens in Graves’ disease and zonula adherens in Hashimoto’s thyroiditis seem to be the peripheral pSMAC and the space in the center can correspond to the central supramolecular activation complex cSMAC.
An interesting observation is the difference in polarization of lymphocytes in immune synapses. The lymphocyte stimulating thyrocytes in Graves’ disease were not polarized, but the cytotoxic lymphocytes in Hashimoto’s thyroiditis had polarized organelles in the cytoplasm.

The polarization of the T-cell, i.e. formation of a center with a centriole, mitochondria, and Golgi complex suggested special organization of the cellular tubules and filaments. Actin filaments (F-actin) play a critical role throughout the various stages of T cell activation. In the steady state, actin polymerization at the leading edge and cytoskeletal contraction at the lamellipodium mediate rapid migration [24]. The microtubule organizing center (MTOC) and microtubule network of the cell provide a molecular way for vesicle movement and structural support for polarized cell functions. Within seconds after TCR stimulation, the MTOC mobilizes and polarizes to the immune synapse in T cells. Polarization is important for efficient trafficking and directed secretion of cytolytic granules and cytokines for secretion at the synapse [25-27].

Previous studies [28-30] report that mitochondria accumulate at the immunological synapse following T-cell stimulation. The fusion factor DRP1 (dynamin-related protein 1) regulates mitochondria positioning close to the peripheral supramolecular activation cluster (pSMAC), which together with the central SMAC forms the immune synapse in T cells [19]. The immune synapse controls calcium signals and calcium-dependent T-cell functions [31]. Our observations in vivo are similar to pictures from the electron microscope from investigations in cell culture published by Tsun [32].

Probably, the polarization of organelles in the cytotoxic lymphocytes observed is connected with transport of cytotoxic substances from these cells to thyrocytes.

Stinchcombe [33] observed NK cells conjugated with B-cells with glycolipid-pulsed CD1-bearing targets. High-resolution electron micrographs of the immunological synapse formed between NK and iNKT cytolytic cells with their targets revealed that, in both NK and iNKT cells, the centrioles could be found associated (or ‘docked’) with the plasma membrane within the immunological synapse. Secretory clefts were visible within the synapses formed by both NK and iNKT cells, and secretory lysosomes were polarized along microtubules leading towards the docked centrosome. The Golgi apparatus and recycling endosomes were also polarized towards the centrosome at the plasma membrane within the synapse [33]. It seems that the polarization process is connected with the cytotoxic interactions between T-cells and thyrocytes in Hashimoto’s thyroiditis.

The immune synapse between plasma cells and APCs has been seldom described. Batista described the immunological synapse between plasma cells and antigen presenting cells [34]. We observed two types of immune synapses between plasma cells and thyrocytes in AITD. In Graves’ disease, they are the stimulating synapses: immunoglobulins encrusting the basal membrane of the thyrocyte were secreted in the central space of the synapse and were probably connected with TSH-receptors. In the last phase of this process, deposits of immunoglobulins were visible. The similar change were observed in kidney [35,36]. In glomerulonephritis, subendothelial complement deposits [36,37] and sun epithelial (similar to situation in thyroid)
immunoglobulins deposits [35, 36] were observed. In Hashimoto’s thyroiditis, the plasma cells were polarized and formed the microtubule organizing center (MTOC) consisting of centrioles, mitochondria and Golgi apparatus and probably microtubules and microfilaments. The peripheral zonula adherens surrounded the place of immunoglobulin secretion, but the immunoglobulins penetrated to thyrocytes and probably led to damage to these cells [38].

6. Conclusions

• Immune synapses between T-cells and plasma cells with thyroid’s epithelial cells were found in AITD.

• In the ultrastructure of the synapse, peripheral zonula occludens or zonula adherens and a central space were observed in all types of the immune synapses.

• The lymphocytes forming the cytotoxic synapse were characterized by presence of a microtubule-organizing center.
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Infectious Agents and Host Inflammatory Response
1. Introduction

Most of the currently known infections represent a persistent and stepwise development of the canonical chronic diseases of infectious origin (CDIO) associated with conditionally pathogenic microorganisms, i.e., viruses, intracellular parasites and other representatives of the endogenous microbiome, particularly, those manifesting with atypical properties. Pathogens are able to interact between themselves and to cause a disease, and the pathogens’ genomes break the subtle regulation of microbial ecosystems (microbiomes) (Suchkov et al., 2007).

The aforementioned studies have led to a reappraisal of Koch’s postulates to announce that he had shown theoretically more than a hundred years before: one microbe causes one disease. Interactions of microbial pathogens with specific tools of the patient’s immune machinery in due course of the infectious process give rise to different types of micro-biocenosis to manifest a broad range of activities of the microbiome-related pathogens including their ability to suppress the immune response.

The key role of immune-related and microbial factor in CDIO pathogenesis is evidently proved today. However, a comparison of types of the patient’s individual immune responses and the features of microbial landscapes with the clinical manifestations of the disease (clinical pattern) by singling out postinfectious clinical-and-immunological syndrome (PICIS) as a pathogenically oriented category and a fundamental term is appearing to be a more complicated objective to be cleared.
As many authors established, for CDIO-related specific form of PICIS has clinical and prognostic significance and informative and thus predictive value, because, for sure, PICIS determines to a considerable degree the extent of progressing and chronization of the underlying disease whilst determining risks of complications.

Postinfectious secondary immunodeficiency syndrome (PIFISI) is a monosyndromal and predominant form of PICIS in patients with CDIO.

More than in a third of cases another form of PICIS could be formed and thus observed, accompanying by postinfectious autoimmune syndrome (PIFA) reflecting the involvement of immune-mediated autoaggression, or PIFASID as an associated form of immune imbalance.

The susceptibility to one or another form of CDIO-associated PICIS depends on a number of genetically determined factors, which play a crucial role in formation of the patient’s immune resources via cooperation between mechanisms of innate and adaptive immunity (Fig. 1).

![Innate and Adaptive Immunity](image)

**Note:** NK, natural killer

**Figure 1.** Main features of innate and adaptive immunity
Unfortunately, the role of these mechanisms in the development and chronization of infectious diseases is still obscure, which deprives a doctor of the possibility to improve the currently available models of CDIO chronization with the ultimate goal to develop the most advanced treatment-and-rehabilitation in a package of the preventive treatment protocols, and their implementation into routine and daily clinical practice (Paltsev et al., 2009a).

The key role in the chronization and thus complications of such diseases, and thus the development of the associated immune disorders is played by:

i. properties of the infectious agent;
ii. type of a patient’s immune response.

The microbial factor may promote development of a vast array of the associated immune disorders and thus forms of immune-mediated pathologies (PICIS), particularly, owing the microorganisms to gain, in the running course of the disease evolution, a large arsenal of intrinsic tools enabling microbes to escape from attacks of immune-mediated weapon, to attenuate and the latter whilst getting them weakened or to influence the dynamics of the clinical manifestations of PICIS itself. Actually, the severity and duration of CDIO depends on the interaction between the microbiome and the antimicrobial immunity machinery (Paltsev et al., 2009b).

2. PICIS and its role in the state-of-the-art model of immunopathogenesis of chronic infectious diseases

The PICIS variants include:

1. postinfectious secondary immunodeficiency syndrome (PIFSIS);
2. postinfectious autoimmune syndrome (PIFAS);
3. PIFAS coupled with PIFSIS (PIFASID) (Suchkov et al., 2004).

The occurrence and thus incidence of these syndromes in CDIO patients differs statistically depending on the form of a type of the primary infection and the stage of the destructive inflammatory process in the targeted organs or tissues. For example, the initial (including subclinical) stages of any clinical courses of CDIO are usually concomitant with a predominant (>50%) formation of PIFSIS, while the quotes of PIFAS and PIFASID do not exceed 20%.

This situation changes with further development and chronization of the infectious process and its transformation from a subclinical into the clinical stage, viz., the incidence of autoimmune syndromes increases substantially. In intermediate stages of chronization, the quotes of PIFAS reach 50%, whilst in the final stages of chronization similar indices of PIFASID reach 60%.

It may thus be concluded that PIFSIS is not only the outcome of the infectious process, but, rather, the major factor responsible for provoking complications and raising thus a chronic
relapsing course. The role of progression and chronization of the disease is determined, in a large measure, by the form of PICIS or, rather, of PIFAS and PIFASID, which reflect the manifestations and thus a pattern of postinfectious autoaggression (Suchkov et al., 2004).

3. Microbiome and its role in the state-of-the-art model of CDIO pathogenesis

A crucial role in CDIO pathogenesis is played by primary and superinfectious factors endowed with the ability to generate large microbial associates. Therefore, the features of the patient’s microbiome are key etiopathogenic links for realization of the infection-associated chronization phenomenon.

![Image of microorganisms and immune response interactions]
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Figure 2. Scenarios of interactions between a microbial pathogen and the patient’s antimicrobial immune response illustrating an escape from the immune supervision to survive

Moreover, in a course of their evolution microorganisms acquire a vast array of molecular and cellular tools enabling them to escape from the intrinsic control of the immune system.
over the microbiome itself, to switch off mechanisms of the control over the microbiome, or to initiate changes underlying the resistance phenomenon (Fig. 2). As a result of the antagonistic interactions between a microbe and the antimicrobial immunity machinery, the immune response is either not elicited at all or is only partly activated giving rise to manifestations of PIFSIS, or progressing in a form provoking either PIFAS or PIFASID. This is concomitant with the formation of membrane films by clinical isolates of pathogenic microorganisms escaping from the control of antimicrobial agents.

In 30% of cases, the causative agent is not cultivated, but, rather, is converted into the $L$-form, which does not exclude the presence of an “invisible” pathogen in the course of the instrumental and laboratory diagnostics procedures, and implies the latent progress of the infectious process. The latter presents particular interest because the conversion of some microorganisms into the latent (cryptic or sleeping) form is one of the ways to chronization by escaping from the proper immune response.

4. Features of microbial spectra in CDIO patients

Conventional (predominantly, gram-negative) bacterial flora is detected in the majority of CDIO patients, though the results of the recent studies testify not only to the growth of gram-negative microorganisms, but also to a dramatic increase in the number of superinfectious pathogens of viral and parasitic origin.

The results of our recent studies suggest that the most frequently occurring human infections may conventionally be divided into two main categories:

1. susceptibility to relapsing infections provoked by pyogenic bacteria (S. pneumoniae, S. aureus, etc.) with a minimum mimicking resource increases dramatically in patients whose disorders are linked with antibody (Ab), complement and phagocytosis deficiency, PIFSI being the predominant form of PICIS;

2. a particular susceptibility to viral and intracellular pathogens endowing with a high mimicking potential increases in patients with disturbances in primary cell-mediated immunity (Fig. 3)

Fluorescence has been used to show that the process of intraintestinal hatching of Trichuris muris is critically dependent on the attachment of an enterobacterium to the polar operculum of the egg (Panel A). Hatched worms attach to the bowel wall and induce activation of type 2 helper T (Th2) cells, which in turn inhibit the proliferation and differentiation of type 17 helper T (Th17) and regulatory T (Treg) cells. In contrast, worm development was halted and specific immune responses were altered in mice that were depleted of gram-negative enterobacteria by antibiotics (Panel B), underscoring the influence of the intraintestinal environment on intestinal immune responses.

At the same time intracellular pathogens interfere in cell nucleus during DNA transcription. One of the key mechanisms by which microbes achieve the immunosuppressive ef-
fects is by subverting one of the body’s most prolific nuclear receptors, the vitamin D receptor (VDR). Defects in VDR signaling transduction have previously been linked to bacterial infection and chronic inflammation. Each pathogen that decreases VDR expression makes it easier for other pathogens themselves to slow immune activity even further, creating a snowball effect.

![Figure 3. Hatching Parasites](image)

However, a complete set of mechanisms by which persistent intracellular microbes slow innate immune activity has yet to be definitively determined (Proal A. D. et al. 2011). In such patients, these microorganisms provoke fast progressing infections associated with PIFA or moderate PIFSI with an impending transformation of PIFSI into PIFASID.

Microbiomes detected and properly assessed in the course of chronization and progression of CDIO are characterized by a high degree of multiplicity and variability, which have every right to be regarded as clinically important chronization criteria regardless of the nosological form of the disease. At the same time, the intrinsic architectonics of microbiomes varies widely depending on the microbial category:
1. in some cases (ICIIP and COPD/CP), the dominant is common to all microbial categories (including the total virulent resource/TVR);

2. for other categories (e.g., CPN), the bacterial dominant (which is TVR-limited) displays, contrary to ICIIP and COPD/CP, a “gap” in both specific ratio and virus variety;

3. in certain disorders (e.g., chronic myocarditis/CM), the specific ratio of bacteria and their TVR tend to minimum against the background of an absolute viral dominant.

5. Features of interactions between patient’s antimicrobial immunity and etiopathogens during PICIS formation in the course of disease progression

The main feature of the defense immune response to the infective pathogen is formation of two subpopulations of regulatory T helper cells (Th cells). Effector CD4+ Th cells divide into Th-1, Th-2, Th-3 and Th-17 subpopulations depending on cytokines secreted, transcription factors and signal pathways. Th1 cells trigger effector mechanisms of cell-mediated immunity, and Th2 cells are responsible for antibody (Ab) formation (Mc Guirk et al., 2002) (Fig. 4).

Th3 cells (or regulatory Treg-cells) are the other clone of cells expressing CD4+ and CD25+. They are able to regulate functions of Th1/Th2 subpopulations and to maintain immune homeostasis (Sakaguchi, 2004; Shevach, 2002).

Th3 cells come from thymic CD4+ progenitor cells in the presence of IL-2 and TNF-β. Naive At the periphery CD4+ T cells can be converted by the signals transmitted through STATS in the presence of TNF-β into inducible Treg expressing transcription factor FoxP3 (Koenen, 2008). These cells are characterized also by low level of IL-2 and IFN-γ production and high level of IL-10, IL-35, TGF-β production. Two regulatory or proinflammatory cytokines, IL-10 and TNF-β, mediate suppression of the immune responses against autoAgs and thus prevention of autoimmune diseases.

Note: Ag, Lc, IL, NK, GM-CSF, TNF, IFN, LT, MP, antigen, leukocyte, interleukin, natural killer cell, granulocyte-monocyte colony-stimulating factor, tumor necrosis factor, interferon, leukotriene, macrophage, respectively; Th, T helper cell.

The development of autoimmune diseases was previously associated only with Th1 cells, but absence of IFN-γ not only prevents development of autoimmunity in mice, but accelerates process. This fact has lead to discovery of a separate subclone of T cells, differing from Th1 cells and capable of inducing local inflammation and autoimmunity.

This clone (Th17) is derived from naive CD4+ T cells in response to stimulation with IL-6, IL-23, IL-1β, TGF-β (Stochinger et al., 2007). IL-6 and IL-23 activate STAT3, which enhances the expression of transcription factors RORyt RORy, which in turn increase the expression of major cytokines of the clones - IL17A; IL17F; IL21; IL22 (Dyachenko & Dyachenko, 2010).
Thus, the differentiation of T cells is a result of the coordinated activity of cytokines and transcription factors. At the same time TGF-β produced by dendritic cells and macrophages may send differentiation of naive T cells both in the direction of Treg cells (CD4 + CD25 + FoxP3+), and in the direction of Th17 cells producing IL-17 (Aarvak, 2009; Chabaud et al., 2001). It occurs as a result of the expression of transcription factor FoxP3 and RORyt, which are important for the differentiation of Treg or Th17 cells, respectively.

High concentrations of TGF-β stimulate production of FoxP3, which block the expression of genes associated with RORyt, resulting in the differentiation of naive CD4 + T-cells in RORyt, and it leads to the differentiation of Th17 cells and expression of IL-17 (Volpe et al., 2008; Zhou et al., 2008). It is believed that FoxP3 rivals with RORyt through physical interaction,
while the inflammatory mediators IL-6 and IL-21 implement their inhibitory effect on post-translational level (Zhou et al., 2008).

Th17 cell line plays an important role in protection against a variety of microorganisms, have a strong proinflammatory effect by expressing IL-17. IL-17 promotes an expansion and recruitment of innate-related immune cells such as neutrophils enhances the inflammatory nuclear reactions together with TLR-ligands, IL-1β, TNF-α and stimulates the production of beta defensives and other antimicrobial peptides (Vojdani et al., 2006a, Vojdani et al., 2006b, Vojdani et al., 2006c, Chung et al., 2009; McGeachy et al., 2009). IL-17RA (its receptor) has common characteristics with classical receptors of innate immunity, and its intracellular tail domain transmits a signal over a general inflammatory transduction pathway, thus linking the innate and adaptive immunity.

The role of Th17 is not clear in case of viral and parasitic infections. Thus, for instance, Th17-induced response inhibits apoptosis of virus-infected cells and contributes to the persistence of the virus. Tissue infiltrated with activated Th17 lymphocytes producing significant amounts IL-17, IL-26, IL-21, IL-22, TNF-α and lymphotoxin-B in chronic inflammation (Yu et al., 2009; Cho et al., 2004). Production of these cytokines is inversely related with the production of Th-1 and Th-2 cytokines.

Localization of etiopathogen, i.e., out-or intracellular, is a factor determining the development of a particular immune response and, therefore, one or other form of PICIS as a result of specific immune response (Mazo et al., 2007; Litvinov et al., 2008; Zhmurov et al., 2000; Rumyantsev & Goncharova, 2000).

The latter circumstance is important not only to the pathogenesis, but also from a clinical point of view, since much of the pathogens that have the ability to escape from immune response, also create unpredictable risks of complications and difficulties with the choice of treatment scheme. Herewith therapy should be personalized, taking into account the spectra of producing cytokines: IFN-y (Th1); IL-4, IL-5, IL-13 (Th2); IL-17 (Th17). The aim of such therapy may be the modulation effects caused in separate factors, cytokines, and transcription factors.

In so doing, the crucial factor responsible for the development of one or another type of the immune response and, accordingly, one or another form of PICIS is extra- and intracellular localization of the etiopathogen. The latter is important not only from the pathogenic, but also from the clinical point of view, because a considerable amount of pathogens escaping from the immune response involve unpredictable complications and difficulty in the choice of treatment strategies (Antonov & Tsinzerling, 2001; Borisov, 2000; Kukhtevich et al., 1997; Morozov, 2001 Paukov, 1996).

According to our original data, at least three forms of PICIS, viz., PIFSI, PIFA and PIFA-SID, are identified in the paradigm of immune pathologies associated with the underlying disease.

PIFSIS is a dominant monosyndromal form of associated immune pathologies. In other cases, we deal with the formation of a different clinical immunologic syndrome reflecting auto-
immune PIFA aggression. In some patients, a combination of PIFSIS and PIFAS gives rise to the appearance of the bisyndromal form of immunopathology (PIFASID).

6. Forms of PICIS

6.1. PIFSIS

Abatement of antimicrobial protective mechanisms due to deficiency of innate immunity concomitant with imbalances in the adaptive branch is a crucial feature of PIFSIS, which manifests itself as a chronic disease (presumably, of bacterial and mixed origin). Suppression of the activity of its effector links markedly weakens the patient’s response to the infecting pathogen resulting in the persistence of the pathogenic microorganism, or superinfection with conditionally pathogenic microorganisms maintaining low-intensity processes.

6.2. PIFAS

Many proteins from pathogens share structural similarities with human proteins, and those can also contribute to autoantibody (autoAb) production (Fig. 5). Lekakh et al. found that polyspecific autoAbs harvested from sera of healthy donors were able to cross-react with DNA and lipopolysaccharides of bacterial strains including Escherichia coli, Pseudomonas aeruginosa, Shigella boydii, and Salmonella. Furthermore, since human Abs are polyspecific, it is likely that some of them produced to target pathogens may mistakenly target human proteins, causing ‘collateral damage’ (Khitrov et al., 2007).

In the course of CDIO progression, a portion of autoreactive cytotoxic T lymphocytes (CTL) able to interact with cross-reacting microbial Ags associated with pathogen-conditioned infection undergo activation under the influence of various factors including molecular mimicry (Khitrov et al., 2007a; Fujinami et al., 2006; Rose & Mackay, 2000; Benoist & Mathis, 2001).

The consequences of this phenomenon manifest themselves during recognition of autoepitopes by autoreactive CTL as a result of which PIFAS acquires an ability to attack any organ or tissue in the infected host. The risk of development of this syndrome increases dramatically with increasing morbidity from infectious diseases and at high rates of pathogen flows, as, e.g. in mixed infections (Sanaev et al., 2007; Cherepakhina et al., 2010a).

At present, there exist three explanations for the associative interplay between the infection and the risks of PIFAS occurrence based on activation of autoreactive clones of T and B cells:

a. activation of microbial superAgs;
b. leakage of cryptic (intramolecular) autoepitopes;
c. molecular mimicry (Bauer et al., 2001; Bingen-Bidois et al., 2002; Blackwell et al., 1987; Carballido et al., 2003; Dantzer & Wollman, 2003).
Note: The presence, in microbial pathogens, of Ags cross-reacting with or mimicking patient’s Ags attenuates the patient’s protective response by changing the direction of the infectious process. Activation of self-reactive CTL and production of Abs able to cross-react with both microbial epitopes and epitopes of the infected patient Abs in the paradigm of molecular/Ag mimicry underlies PIFA. Ag, antigen; Ab, antibody; APC, antigen-presenting cell; T, T lymphocyte; CTL, cytotoxic T lymphocyte; PIFAS, postinfectious autoimmunity syndrome

Figure 5. Molecular (Ag) mimicry and its role in PIFA induction

The aforementioned pathogenic mechanisms are not mutually exclusive and play an essential role in certain (early, as a rule) stages of the CDIO development as well as in PIFAS associated with the underlying disease. In other words, the induction stimuli for PIFA at the initiation point are as follows:

a. Ag features of the microbial pathogen;

b. tropism of the infectious pathogen to cells, organs and tissues against which the cytopathic effect is specifically directed (Sanaev et al., 2008; Cherepakhina et al., 2009).

Contrary to PIFSIS, in patients with PIFAS all the three categories of antimicrobial Abs (antibacterial, antiviral, antiparasitic) have high incidence. If the incidence and high titers of antibacterial and antiviral Abs are approximately equal in the majority of patients, antiparasitic Abs are present in maximum titers in some forms of the disease (e.g. CPN and CM), but are absent in others (ICIIP), most probably due to specific peculiarities of the underlying disease.
rather than mechanisms of PIFA formation (Vinnitskij, 2002; Kolesnikov et al., 2001; Cherepakhina et al., 2010b).

Autoaggression provoked by an improper cooperation between both branches of immunity as a result of adaptive branch hyperfunction is a dominant feature of PIFAS (Shogenov et al., 2006).

Its key factors include a wide variety of anti-organ and anti-tissue auto-Abs able to promote multiple seropositivity and appearance of autoimmune inflammation markers (e.g., anti-B7-H1-auto-Ab). By illustration, the presence of antimyelin and antineuronal auto-Abs is typically specific for patients with ICIIP; anti-THG auto-Abs are specific markers of autoimmune inflammations in renal tissue of patients with CPN, while anti-CMC auto-Abs are typical of patients with CM (Shogenov et al., 2010).

The most informative PIFAS models include autoimmune myocarditis (AIM), autoimmune encephalomyelitis (AEM) and ICIIP, autoimmune hepatitis (AIH), autoimmune colienteritis (ACE), autoimmune pancreatitis (AIP), autoimmune gastritis (AIG), autoimmune (streptococcal) glomerulonephritis (AGN), etc.

6.3. PIFASID

This syndrome combines the abnormalities of the both branches of immunity and is clinically characterized by the presence of mixed immunopathology (PIFAS+PIFSIS). The associated disorders in effector and regulatory links of the adaptive branch are usually concomitant with this particular form of PICIS development (Manges et al., 2004; Cherepakhina et al., 2010c).

7. Clinical and immunological criteria of PICIS and state-of-the-art algorithms of immunogenetic diagnostics of CDIO

The recommended diagnostic ideology relies on the combination of two categories of screening procedures, viz.:

1. pathogenesis-oriented diagnosis of PICIS forms;
2. etiotropic diagnosis of microbial factors as the major PICIS provoker during chronization and progression of the infectious disease.

We have elaborated several criteria for substantiated clinical diagnosis of PICIS.

The following criteria should be taken into consideration during screening of abnormalities (immune complex test)

1. **innate branch:** selective phagocytosis and natural cytotoxicity (NCT) indexes, base functions of dendritic (DC) and Ag-presenting (APC) cells, in some cases, complement components;
2. **adaptive branch: selective** typing of effector and (in cases only) regulatory links of immunity combined with blood serotyping on antitarget auto-Abs and identification of Abs against mimicking Ag determinants (Khaitov & Pinegin, 2000; Bach, 2005).

The criteria for etiotropic diagnostics (construction/design of the microbial landscape map) taking account of newest advances in developing molecular and biological technologies, including achievements of metabolomics and metagenomics include the following:

1. spectrum and localization of microbial gene pools;
2. serological profile of antimicrobial Abs.

It may be inferred from the aforementioned that the therapeutic management of such patients should include not only eradication of the infectious agent, but also immunocorrection (in fact, the elimination of PICIS), which is especially important in patients with relapses and frequent alternation of exacerbation and remission periods.

8. Conclusion

Many currently known infectious pathologies are characterized by persistent growth of the CDIO link associated with conditionally pathogenic microorganisms, viruses, intracellular parasites and other endogenous pathogenic microorganisms, particularly those manifesting atypical properties (such as multiple resistance to antimicrobial drugs). At the same time, patients with such pathologies manifest not only low-level immune reactivity, but also inadequate immune responsiveness to the infectious process.

Numerous studies have shown that concrete forms of PICIS have clinical and prognostic significance for CDIO, because it is PICIS that determines, in a large measure, the progression and chronization of the underlying disease and predicts the risk of complications.

PIFSI is a monosyndromal and dominant form of PICIS in patients with chronic infectious pathologies.

At the same time, a different form of PICIS characteristic of immune autoaggression of PIFASID or an associated form of immunopathology was recorded in more than 30% of cases. Under these conditions, the form of PICIS and, correspondingly, the degree of immune disorders in patients with CDIO correlate, in an associative manner, with the severity of the clinical course of the disease and the specific peculiarities of microbiocoenosis and their interaction with the immune system of the patient. Therefore, any neglect of the results of the interaction between the microbial factor and the host organism implies the risk of appearance of novel specific resistant forms of microorganisms that weaken the immune responsiveness of the host organism and complicate the clinical course of the disease by promoting its chronization and by worsening prognosis. A certain contribution to aggravation and progression of the pathology is made by uncontrolled intake of antibiotics with a vast array of immunosuppressive properties and other pharmacological activities.
Recent progress in the study of the pathogenesis of autoimmune diseases may open up fresh opportunities for the recovery of lost or defective immune system functions, development and implementation of autoimmune diseases in the clinic qualitatively new treatment-and-rehabilitation technologies based on the use of the most advanced applied molecular biology and immunology strategies.
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1. Introduction

Type 1 diabetes mellitus (T1DM) is the most common endocrinopathy in pediatric age group, due to an autoimmune process characterized by a selective destruction of insulin producing pancreatic β-cells progressing over different stages [1]. T1DM develops in genetically susceptible subjects by activation of so far uncharacterized environmental factors that trigger an inflammatory process with infiltration of pancreatic islets and subsequent loss of β-cells. Despite the growing incidence of T1DM, the causative mechanisms are not completely defined up to now, and the identification of factors triggering the immune process represents a challenge for clinical immunologists, with practical, diagnostic and therapeutic implications [2,3]. The clinical onset of T1DM is preceded by an asymptomatic period characterized on pathology grounds by insulitis, i.e. an infiltration of the pancreatic islet of Langerhans by CD4+, CD8+ T lymphocytes (both Th1 and Th2 subsets), B lymphocytes, macrophages and dendritic cells. T lymphocytes can differentiate into 2 major subsets: Th1, producing IL-2 and IFN-γ, and Th2, secreting mainly IL-4. All these cells produce cytokines which can be directly cytotoxic to β-cells or play an indirect role on β-cell destruction influencing some cells of the immune system, then resulting in either acceleration or arrest of the immune attack [4]. Worldwide T1DM incidence has grown more than two to three fold during the last decades, particularly in Finland, where T1DM incidence has increased from 12 to 63 cases per 100,00 [5]. A raising incidence has also been reported in Italy, where Sardinia Region shows an incidence rate similar to Finland, therefore is called “Hot Spot” [6,7]. Interestingly, this rise of incidence was not followed by a parallel increased frequency of the major risk genes [8]. T1DM can be defined as a polygenic disease, and the genes mainly involved include
Major Histocompatibility Complex (MHC) class II (DR and DQ) on chromosome 6, responsible for 40% of genetic risk, and insulin gene located on chromosome 11. Moreover thanks to whole genome screening techniques more than 15 loci have been identified. In particular, an allele of the gene for a negative regulator of T-cell activation, i.e. Cytotoxic T Lymphocyte Antigen 4 (CTLA-4), on chromosome 2q33, and a variant of PTNP22 gene encoding LYP (a suppressor of T cell activation) and IRLRA gene are considered as other important susceptibility loci [8]. Recently, the prevalence of MHC class II genes seems to be decreasing [9]. Moreover, studies in identical twins showed a concordance rate ranging from 27 to 61%, otherwise lower in non-identical twins (3.8-12%) [10]. Despite the growing incidence of T1DM, the causative mechanisms are not completely defined up to now. The paradigm of autoimmune dysregulation has not offered a clear explanation for its raising incidence.

The reported discrepancy between higher incidence of T1DM without concomitant shift in the frequency of susceptibility genes, suggests that environmental factors play a key role in the development of the autoimmune process leading to clinical onset of the disease [11]. Moreover the shift to younger age at T1DM clinical onset is caused by environmental risk factors accelerating the on-going β-cell destructive process up to clinical disease even in children with lower levels of genetic risk otherwise exposed to such factor [12-14].

The high T1DM incidence is a phenomenon of the 20th century, even if the disease has been described already in antiquity. This increasing incidence and its difference among neighboring regions strengthens the role of multiple environmental factors in the pathogenesis of T1DM. In the present chapter the main environmental factors involved in T1DM pathogenesis according to the most relevant scientific evidence will be considered. The main topics are: perinatal and socioeconomic factors, hygiene hypothesis, dietary components both in mother and in children, gut permeability, infectious agents, vaccinations, obesity and Accelerator Hypothesis, epigenetic.

### 2. Perinatal factors

Environmental risk factors combined with genetic susceptibility are thought to contribute to the development of autoimmune destruction of pancreatic β-cells. The rapid increasing incidence of T1DM, especially in the youngest age group [15], cannot be explained by genetic factors. It has been postulated that gestational or perinatal events could trigger T1DM.

#### 2.1. Infections

It has been reported that certain infections during pregnancy contribute to an increased risk of T1DM in the offspring. The first report of a link between infection and diabetes was the exposure to rubella in intrauterine life. Studies showed that about 20% of children born with congenital rubella develop T1DM during infancy [16,17]. Other reports describe an increased risk of T1DM if the mother has had an enterovirus infection during pregnancy [18,19]. Anyway these studies are not confirmed by all investigators [20,21] and whether en-
terovirus infection during the first trimester of pregnancy is associated with increased risk for T1DM in the offspring remains controversial up to now [21]. Not only congenital infections are associated with the risk of T1DM, but also perinatal infections are discussed as protective factors or triggers of the disease [22]. Certain studies reported that two infections in the first year of life seem to be protective against T1DM, while neonatal respiratory diseases are associated with a increased risk of disease [22].

2.2. In utero and postnatal dietary exposure

To explain the growing incidence in T1DM within the first year of life, it has been hypothesized that certain dietary nutrients could be protective for islet autoimmunity. Maternal intake of vitamin D is significantly associated with a decreased risk of islet autoimmunity in offspring, independent from HLA genotype, family history of T1DM, presence of gestational diabetes mellitus and ethnicity (adjusted HR=0.37; 95% CI 0.17-0.78). Instead, vitamin D intake via supplements, ω-3 fatty acid and ω-6 fatty acids intake during pregnancy are not associated with appearance of islet autoimmunity in offspring [23]. There is also an increased interest in nutritional factors in the first months of life as risk factors for T1DM. Some authors reported that children exposed to cereals between 0 and 3 months of life were more likely to develop islet cell auto-antibodies compared to those who were exposed during the fourth through sixth month [24]. Another study showed that ingestion of gluten-containing foods before 3 months of age was associated with increased islet cell autoimmunity compared to children who received only breast milk until 3 months of life. Then other studies showed that a high intake of cow’s milk could have a protective effect [25]. On the other hand, some authors claim that milk protein carries an increased risk of T1DM [26,27]. It is also been reported a correlation between a high intake of nitrosamines, nitrites and nitrates and T1DM [25,28][Table 1].

<table>
<thead>
<tr>
<th>Protective effect</th>
<th>Vitamin D intake</th>
<th>HR*</th>
<th>CI**</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inadequate prenatal care</td>
<td>0.49,95%</td>
<td>(0.17-0.78)</td>
<td></td>
</tr>
<tr>
<td>Medicaid insurance</td>
<td>0.67,95%</td>
<td>(0.58-0.77)</td>
<td></td>
</tr>
<tr>
<td>Unmarried mother</td>
<td>0.79,95%</td>
<td>(0.69-0.91)</td>
<td></td>
</tr>
<tr>
<td>Mother's age ≥ 25 yrs</td>
<td>1.28,95%</td>
<td>(1.13-1.45)</td>
<td></td>
</tr>
<tr>
<td>Mother's BMI ≥ 30 kg/m²</td>
<td>1.29,95%</td>
<td>(1.01-1.64)</td>
<td></td>
</tr>
<tr>
<td>Mother's age ≥ 35 yrs</td>
<td>1.32,95%</td>
<td>(1.01-1.64)</td>
<td></td>
</tr>
</tbody>
</table>

HR*: Hazard Ratio; CI**: Confidence Interval

Table 1. Maternal factors and T1DM risk.
2.3. Birth-weight

An association between birth weight and risk for T1DM has been postulated. A meta-analysis study of 12,807 cases of T1DM found an increased risk in children heavier at birth: children with birth weight from 3.5 to 4 Kg showed an increased risk of 6% (OR 1.06; 95% CI 1.01-1.11) (p=0.02) and children with birth weight over 4 Kg have an increased risk of 10% (OR 1.10; 95% CI 1.04-1.19) (p=0.003), compared to children weighing 3 to 3.5 Kg at birth [29]. Several studies support this link [30], while others did not find any association with T1DM [31].

2.4. Caesarean section

Another controversial question is the role of caesarean section. A meta-analysis study of 9,938 cases reported a 20% increase in the risk of childhood-onset T1DM (adjusted OR 1.19, 95% CI 1.04-1.36, p=0.01) [32], while other authors did not find any association between caesarean delivery and risk for T1DM [33].

2.5. Other perinatal factors

It is also been investigated the association between blood incompatibility and risk for T1DM: ABO incompatibility was related to an increased risk for the disease in some studies [34], while others found an association just only with Rhesus immunization [33].

A report have shown that also neonatal jaundice of unknown cause confers an increased risk for T1DM [34].

Another topic discussed is about the stress events. Some authors found an increased risk of T1DM in children diagnosed between 5 to 9 years of age who experienced stress events [25], while others showed that stressful events during the first two years of life increased the risk of the disease, probably by affecting the autoimmune pathogenetic process [35]. Finally, some investigators have reported a decreased risk for T1DM in children of prenatal smokers [36,37].

3. Social factors

Other factors such as maternal age may contribute to increase the risk for T1DM. It is been observed an increased incidence of disease in children born to older mother [25,34,38,39]. These data are confirmed by a population-based case-control study in Washington State on children younger than 19 years from 1987 to 2005, an increased OR in children of mothers older than 25 years (age 25-34 HR=1.28; 95% CI 1.13-1.45; age≥35 HR=1.32; 95% CI 1.10-1.58) has been reported [31]. Risk for T1DM is also been related with maternal weight: mother with a BMI of 30 Kg/m² or higher had an increased ORs for the disease (BMI≥30: OR 1.29; CI 1.01-1.64). Pregnancy-related factors also include birth order: the first-born child has the highest risk for T1DM and the risk decreases with number of children born [38,40]. Several
studies have found an inverse association between increasing number of siblings and risk of T1DM [31,37,41,42]. An inverse correlation has also been observed with lower economic status or care access, such as unmarried mother (OR 0.79; 95% CI 0.69-0.91), inadequate prenatal care (OR 0.53; 95% CI 0.40-0.71), or Medicaid Insurance (OR 0.67; 95% CI 0.58-0.77) [31]. Another widely discussed topic is tobacco exposure, as influencing immune system, and represents a risk factors for T1DM. It’s been questioned if the decrease of passive smoking in children may be a predisposing factor for the increasing incidence of T1DM, in according with the hygiene hypothesis. To clarify this aspect, ABIS, a population-based prospective long term cohort study, revealed no difference in prevalence of immunological markers (GAD and IA-2 antibodies) between tobacco smoke-exposed and non-exposed children [43].

3.1. Hygiene hypothesis

Recently, attention has been focused on lifestyle changes as a major factor in the rise of T1DM frequency, as well as other immune or allergic diseases [44]. Improved hygiene and living conditions decreased the frequency of childhood infections, leading to a modulation of the developing immune system and increasing risk for autoimmune and allergic diseases such as T1DM and asthma [45]. This theory, called “Hygiene Hypothesis”, finds its roots in the 1870 when Charles Harris Blackley noticed that aristocrats and city dwellers were more likely to get hay fever than farmers [46]. One century later, in 1966, Leibowitz and colleagues noted that in Israel the incidence of multiple sclerosis (MS) was positively related to levels of sanitation [47]. More recently, Correale et al. showed that patients with multiple sclerosis who become infected with helminths have a strikingly reduced rate of disease progression [48]. However, the term “Hygiene Hypothesis” was proposed in 1989 by Strachan, who noted that hay fever was less frequent in families with many siblings [49].

In accordance to hygiene hypothesis, several studies report the lowest incidence of T1DM in areas with poorest hygiene condition [50,31]. These data are supported by the experiments in non-obese diabetic (NOD) mice (mice that spontaneously develop a condition resembling T1DM) and in BB rats, in which caesarean delivery and isolated living conditions increased the incidence of diabetes from 40% to 80%. In humans, several studies reported a significant inverse correlation between the incidence of T1DM and certain socioeconomic index (unemployment, lack of a car, crowded housing conditions, and living in rental housing rather than purchased property) [50,51]. In the people living in Washington state from 1987 to 2005, D’Angeli and colleagues found a negative association between T1DM and some indicators of lower economic status or care access, such as an unmarried mother (OR 0.79%; 95% CI 0.69-0.91), inadequate prenatal care (OR 0.53%; 95% CI 0.40-0.71), or Medical insurance (OR, 0.67; 95% CI 0.58-0.77) [31]. Young children with older brothers and sisters and sharing the bedroom, as well as those who attended a day-care centre during the first six months of life showed a lower incidence of T1DM later in life than children who did not attend a day-care centre and who had no older siblings [52].
A topic discussion of our day is whether the reduced exposure to certain infections, as result of improving socioeconomic conditions, may be responsible for the increased incidence in diabetes and other autoimmune conditions such as systemic lupus erythematosus and multiple sclerosis [45,53-55]. As regards the rise in the disease in Western Europe and the USA during the twentieth century strikingly correlates with the decline of helminths infections, particularly E. vermicularis [56]. Experimental studies showed in Non-Obese Diabetic (NOD) mice, infected with mycobacterium or helminthes, a reduced frequency of TIDM [54,57-58]. Moreover, infection of 4-5 week-old NOD mice with Schistosoma mansoni or injection of soluble eggs (SEA) seems to prevent diabetes clinical onset. One possible explanation is that helminths antigens are able to induce either IL-10 production by dendritic cells and activation of Natural Killer T cells (NKTs) and Regulatory T cells (TRegs). Considering the role of IL-10 in delaying or inhibiting the host immune response and limiting tissue pathology [59-61], exogenous administration of IL-10 inhibits the development of diabetes in NOD mice [62]. Moreover, some bacterial infections can inhibit diabetes development in NOD mice. In mice infected with S. typhimurium the protective mechanism could be the key role of dendritic cells in modulating the trafficking of diabetogenic T cells to the pancreas [63]. Another way by which bacteria and viruses could protect against autoimmune disorders is related to Toll-Like Receptor (TLRs). In fact, when TLRs bind bacterial ligands, stimulate mononuclear cells to produce several cytokines, which down-regulate the autoimmune response. Wen and colleagues showed that Specific-Pathogen Free (SPF) NOD mice are protected from the disease when knocked-out from the MyD88 gene, encoding an adaptor for multiple TLRs [64]. Modification of the immune system in knocked out MyD88 seriously impairs the interactions between the immune system and microbiota. Due to these positive results after treatments with a mycobacterium extract [65], helminthiases treatment and probiotics [66,67] in patients with atopic dermatitis and multiple sclerosis, have recently been reported [68,69]. Instead, vaccination with bacille Calmette-Guérin produced negative results in patient with T1DM [70,71].

Nowadays a topic discussion is about the role of gut bacteria in the control of autoimmune diseases. In fact changes in the composition of the gut flora influence the development of autoimmune and allergic diseases. It has been observed that the use of lactobacilli, derived from the gut, decreases the incidence of diabetes in NOD mice [72]. More recently, Takiishi et al. showed that treatment of NOD mice with Lactococcus lactis, a common and food-grade commensally bacterium genetically modified, which is able to secrete IL-10 and human pro-insulin auto-antigen, can revert autoimmune diabetes in newly diagnosed NOD mice, by increasing frequency of TRegs [73]. Dan Litman’s group showed that a single commensally bacteria, i.e. segmented filamentous bacteria (SFB), is able to drive the appearance of CD4+ T helper cells producing interleukin 17 (IL-17) and IL-22 (Th17 cells) in the lamina propria, thereby influencing the microbiota equilibrium [74]. On the other hand, colonization of germ-free mice with a defined intestinal flora resulted in Treg generation, expansion and activation in the lamina propria [75]. Based on these encouraging results in animal models, the use of probiotics to delay or prevent T1DM in humans has become an area of inter-
est. The PRODIA study, currently ongoing in Finland, is investigating whether, the use of probiotics during the first 6 months of life decreases the clinical onset of T1DM in children with genetic susceptibility [76].

4. Dietary components

4.1. Feeding and risk of T1DM

The T1DM is a chronic disease characterized by a preclinical phase in which environmental exposure, such as food, can contribute to the development of the autoimmune process of pancreatic β-cells destruction. Recent studies have focused upon the role of breastfeeding, introduction of cow’s milk, wheat/cereals/gluten, vitamin D and E, ω-3 fatty acids [77]. Some studies suggest that already during pregnancy, low maternal consumption of vegetables may influence the future of the unborn [78,79].

4.2. The influence of breastfeeding

The influence of breastfeeding on the development of diabetes remains a controversial issue; for some it seems to have a protective role, for others, a predisposing role, for others no effect [80]. Gerstein conducted in 1993 a meta-analysis of retrospective case-control studies showing that breast-feeding for short periods (<3 months) is associated with the development of T1DM, with an odds ratio (OR) of 1.43 [81]. A Finnish study has shown that early introduction of cow milk-based formula was associated with an increased risk of β-cell auto-immunity in genetically predisposed children, but the duration of breastfeeding was not associated with an increased risk of autoimmunity in children with first-degree relatives with T1DM in Germany, Australia and USA. The risk of diabetes seems to be higher in patients with first-degree relatives with T1DM, and this risk is increased in carriers of HLA genotype [82-84]. The positive correlation between short duration of breastfeeding and the development of diabetes has been studied in non-diabetic children at the age of 5 years, evaluating the presence of circulating antibodies predictive of the disease [Auto-Antibodies to Insulin (IAA), Glutamic Acid Decarboxylase Antibodies (GADA) and Protein Tyrosine Phosphatase-like (IA-2A)]. This study demonstrates the long-term increased risk of developing T1DM with the early introduction of formula milk. A protective role of breast milk which, for the presence of cytokines and growth factors, promote the maturation of the intestinal mucosa and the development of the immune system has been suggested [85]. Conflicting results can be explained by observing the many differences in feeding practices between the different countries. There is variation between countries and cultures in the proportion of babies first introduced to milk-based formula and there are differences in the kind of complementary food that infants who are not first exposed to milk-based formula [85].

4.3. Introduction of gluten

It has been known as T1DM is connected with other autoimmune diseases, such as thyroiditis or celiac disease. Two prospective studies in USA and Germany showed a high risk for
the development of β-cells auto-immunity when gluten’s introduction happens before the fourth month rather than after the seventh; moreover this risk is similar when gluten ingestion starts before the third month [24,86]. Several studies were aimed to explain the etiology of this phenomenon. Simpson et al. compared the levels of antibodies to a wheat storage globulin homologue of Glo-3A, which is a non-gluten component of the wheat protein matrix. They have shown that in children with islet auto-immunity, the antibody titer was directly linked to the early introduction of gluten, and inversely to breastfeeding duration [87]. Not all authors agree with this association; a prospective analysis from the DIPP study did not show a correlation between early or late introduction of gluten and subsequent development of pancreatic β-cells autoimmunity [88]. Mojibian et al. hypothesized that the passage of gliadin (a polypeptide of the wheat) through the intestinal epithelial barrier may trigger an inflammatory response, and then an autoimmune disease, in genetically predisposed individuals. The passage of protein molecules is facilitated by inflammation produced by intestinal infections. The location of an uncovering receptor for Coxsackie and Adenovirus at the level of tight junctions may explain the development of T1DM. The bowel inflammation and T-cells activation by gluten could activate and potentiate β-cell auto-immunity, like viral infections [89]. Recently a study in NOD mice demonstrated that there is a statistically significant protection from diabetes in mice that received gluten-free diet [90].

4.4. Vitamin D and E

Some studies have shown an increased risk of developing diabetes in children with low intake of vitamin D. An European case-control study has quantified the reduction in risk with an OR of 0.67 (95% CI 0.53-0.86) in children supplemented with vitamin D [Table 2]. Also a Finnish study showed a protective role of vitamin D, with an OR equal to 0.12 (95% CI 0.03-0.51), comparing children who received regular doses of 2000 IU/day rather than 400 IU/day, and an OR of 3 (95% CI 1.0-9.0) comparing children with an irregular supplementation rather no supplementation with vitamin D [91,92]. Simpson et al. followed from 1993 to 2011 2,664 children at increased risk of T1DM, monitoring the intake of vitamin D and blood levels of 25(OH)D. They have shown that vitamin supplementation is not associated with an increased protection from autoimmune phenomena [93]. Vitamin D deficiency predisposes individuals to type 1 and type 2 diabetes, and receptors for its activated form 1α25-dihydroxyvitamin D3 have been identified in β-cells and immune cells. In some populations, T1DM is associated with certain polymorphisms within the vitamin D receptor gene. In studies in non-obese diabetic mice, pharmacological doses of 1α25-dihydroxyvitamin D3, or its structural analogues, have been shown to delay the onset of diabetes, mainly through immune modulation [94]. Human studies reported that vitamin D is able to modulate the immune response by suppressing pro-inflammatory cytokines and promoting the secretion of anti-inflammatory ones [23]. Therefore it seems appropriate the supplementation with vitamin D in countries with an increased risk of deficiency, especially if T1DM incidence is high. Other authors emphasized the important role of vitamin E for its antioxidant function; Vitamin E ameliorates oxidative stress in T1DM patients and improves antioxidant defense system [95].
European study

<table>
<thead>
<tr>
<th>Vitamin D intake</th>
<th>HR</th>
<th>CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.67;95%</td>
<td>(0.53-0.86)</td>
</tr>
</tbody>
</table>

Finnish study

<table>
<thead>
<tr>
<th>Vitamin D intake (2000UI/d)</th>
<th>0.12;95%</th>
<th>(0.03-0.90)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vitamin D intake (400UI/d)</td>
<td>3.00;95%</td>
<td>(1.0-9.0)</td>
</tr>
</tbody>
</table>

Table 2. Child’s diet and T1DM risk: protective effect with Vitamin D supplementation

4.5. ω-3 fatty acids and other factors

An observational study in children at high risk of T1DM reported that ω-3 fatty acid intake is not associated with progression to overt disease; however the protective influence of ω-3 fatty acids remains controversial. On the other hand, ω-6 fatty acids seem to exert an opposite role. It has been argued that use of cod liver oil in the first year of life reduces the risk of the disease. The case-control study DAISY [Diabetes AutoImmunity Study in the Young] demonstrates that use of ω-3 fatty acids, between 1 and 6 years, exerts a risk reduction with an hazard ratio of 0.45 [96,97]. The immunomodulatory role of ω-3 fatty acids is quite similar to the role exerted by Vitamin D. Conversely, ω-6 fatty acids like arachidonic acid promote the pro-inflammatory cytokine prostaglandin E₂ with subsequent development of β-cell autoimmunity in genetically predisposed subjects [23]. Recently, an interesting case-control study of 298 Italian children aged 0-15 years (145 affected by T1DM) showed a significant association, dose-response, between frequency of T1DM and meat consumption. The association proposed by Benson et al. between T1DM and daily consumption of water containing nitrates, nitrites and nitrosamines is intriguing [98,99].

5. Gut permeability

In the recent years a topic discussion is about the link between T1DM and gut. The role of gut as a regulator of T1DM was first suggested in animal studies. Changes affecting the gut immune system modulated the incidence of diabetes. In particular structural changes, such as a decreased expression of tight junctions (TJ) proteins claudin-1 and occludin, together with increased gut permeability were noted in the intestinal morphology of Bio-Breeding (BB) rats, compared with Wistar rats [100,101]. These data are supported by the observations that early onset of autoimmune diabetes in BB-rats was associated with high gut permeability [102] and in NOD-mouse increased intestinal permeability precedes the clinical onset of T1DM [103]. In humans, studies showed that gut permeability, measured by the lactulose-mannitol test, is increased in T1DM patients [104,105] and can precede clinical onset [106]. These results are supported by the discovery of high serum zonulin concentrations, a novel member of tight-junction protein that correlates with increased ratios in sugar permeability testing, in patients with T1DM [105] and in subjects at risk of T1DM i.e. β-cell autoantibody-positive individuals [106]. Based on these findings, Wats et al. showed that the administration of zonulin antagonist reduced the cumulative incidence of T1DM in diabetic-prone rats [107]. It has also been hypothesized that changes in the normal flora may contribute to the
development of T1DM by affecting intestinal permeability. Duodenal administration of Lactobacillus plantarum increased the expression of epithelial TJ proteins occluding and Zo-1 in the biopsies obtained by human volunteers [108]. Moreover, antibiotic treatment that impairs intestinal bacteria, protects from autoimmune diabetes in BB-rat model [109]. In DP-rats (Diabetes-prone rats), the onset of T1DM could be delayed by the administration after weaning of Lactobacillus johnsonii, isolated from DR-rats (Diabetes Resistant Bio-Breed rats) [110]. The composition of intestinal microbiota may not only affect permeability but may also have immune-modulating effects. Recent studies suggest for intestinal microbiota an important regulator role of Th17 immunity in the gut [74]. It has been reported that Lactobacillus johnsonii enhances Th17 differentiation of T cells upon TCR stimulation [112]. The up-regulation of IL-17 immunity in the mucosal surface has been shown to activate an antimicrobial response together with mucosal repair mechanisms and support of the gut barrier [111]. Also virus, such as rotavirus and enterovirus act as promoters of the diabeticogenic gut environment with high intestinal permeability, enhanced immune activation, and via the gut-pancreas link, causing activation of β-cell autoimmunity in pancreatic lymph nodes [112]. It is also discussed the role of antiviral cytokines that damage barrier function [113] or the direct effect of virus, as suggested for Rotavirus and Coxsackie viruses [114,115]. The increased gut permeability in T1DM patients may be due to the uptake of dietary antigens causing improper immune activation and intestinal inflammation. Studies suggested that early exposure to dietary wheat may trigger β-cell auto-immunity in children at genetic risk [24,86]. In vitro, gliadin-stimulation of small intestinal biopsies taken from patients with T1DM, caused increase in T-cells and their activation markers, i.e. CD-25 and ICAM-1, promoting intestinal inflammation [116]. Gliadin may also induce an increase in intestinal permeability and zonulin released by binding to the chemokine receptor CXCR3 expressed by epithelial cells and T cells [117]. It has been noted that dietary prevention of diabetes in NOD-mice with a gluten-free diet was associated with a decrease in the number of ceacal bacteria [118]. In humans, epidemiological studies suggest that the short breastfeeding time and early feeding of cow milk (CM) proteins in the infancy increase the risk of diabetes [119]. This may be due to the lack of breastfeeding role of support epithelial and immunological maturation of gut, such as the gut closure [120] and the IgA system [121]. It has been hypothesized that CM may contain diabeticogenic factors, such as immunogenic bovine insulin, that could trigger insulin-specific immunity in the gut and, in the context of impaired oral tolerance, contribute to expansion of this immune response against β cells [122]. Weaning to a hydrolyzed casein formula decreased the gut permeability [102] and led to lower expression of IFN-γ [123] in islet infiltrating lymphocytes of BB-rats, resulting in a 50% reduction in the development of autoimmune diabetes [102]. In humans, recent results of the TRIGR pilot study, have showed that weaning to hydrolyzed casein decreased the risk of β-cell autoimmunity by 40% in the infants at genetic risk [124]. In the FINDIA pilot study, the use of bovine-insulin-free whey-based formula, during the first 6 months of life, decreased the appearance of β-cell auto-antibodies by 3 age [125].
6. Infections

6.1. Background

Several studies in humans and animal models have supported the hypothesis that infectious agents, in particular some viruses, can be considered as one among the environmental agents able to elicit or enhance the autoimmune response characterizing T1DM [44]. On the other hand viral infections could exert a protective role against auto-immunity [126]. This opposite scenario might be explained by the type of infecting virus, the immune status of the host and the timing of infection [127]. A possible explanation could be the significant changes in human living standards (i.e. sewage treatment, availability of microbiologically pure water) during the last century, followed by reduced repeated exposure to fecal-oral transmitted agents particularly early in life.

The major obstacle in clinical research is represented by the limited availability human samples. In fact the pancreas is very difficult to access, and routine biopsy aimed to study the role of viruses in the target organ cannot be proposed, since the majority of newly-diagnosed patients are children.

However five lines of evidence link virus to T1DM [128]:

1. Some viruses are able to destroy β-cells and cause mononuclear infiltration
2. Experimental animal models report development of T1DM in mice infected with different strains of Picornaviruses
3. Some viral infections in humans have been followed by T1DM (i.e. congenital rubella)
4. Direct isolation of viruses from humans or animals with T1DM has been documented
5. Virus DNA or RNA are able to initiate antiviral immune response which cross-reacts with insulin or other components within or on the surface of β-cells.

6.2. Viruses and β-cells

Viruses can directly damage β-cells or induce a strong cellular immune response leading to progressive lack of insulin and development of clinical signs and symptoms of the disease. Besides direct cytotoxic effect, other mechanisms involved in β-cell destruction are molecular mimicry and bystander activation [129].

The hypothesis that viral infections are capable of triggering islet auto-reactivity has been proven by several evidences both in humans and in animal models. The host immune response to viruses consists of the secretion of interferon-γ, acting as initiator of inflammation. In the pancreas interferon-γ up-regulates MHC class I molecules on β-cells, making them vulnerable to autoimmune attack [130]. Up-regulation of MHC class I molecules is followed by lymphocytic infiltration in β-cells, as reported also in humans [131]. Moreover viral particles or even isolate live virus have been detected in pancreas from patients deceased at clinical onset of T1DM.
Another evidence strengthening the association between viruses and T1DM is the identification of 4 protective genetic variations of IFIH1 gene, responsible for interferon production after viral infection [132]. Individuals with IFIH1 predisposing alleles have higher IFIH1 levels, while individuals with protective alleles have lower IFIH1 levels. After a HEV infections, the predisposed group showed increased stimulating capacity of dendritic cell, with production of pro-inflammatory cytokines and development of T1DM. The opposite scenario has been reported in the protected group.

The key role of viruses as trigger of autoimmune response may result from molecular similarities between viral antigens and host cell auto-antigens, otherwise defined as “Molecular Mimicry”. These similarities are responsible for a break of the immune tolerance to endogenous auto-antigens. In particular, analogies between an epitope of Coxsackie B virus (P2-C 35-43) and an epitope of GAD 65 auto-antigen (GAD 65 258-266) has been reported also in humans [133]. Molecular mimicry is able to enhance or accelerate autoimmune process, however it does not start auto-immunity.

Another link between viruses and auto-immunity is the so called “Bystander Activation”. Pre-existing auto-reactive T-cell precursors, activated by viral infections, become auto-aggressive and induce the autoimmune response. Bystander activation has been reported in animal model infected by Coxsackie B4 virus who later develop T1DM [134]. Molecular mimicry and bystander activation are not mutually exclusive.

The direct viral infection and lysis of β-cells has been reported in the so-called “Fulminant Diabetes” (FD). FD accounts for about 20% of diabetes mellitus in Japan and is characterized by extremely rapid and severe destruction of pancreatic β-cells in absence of insulitis, but with high titers of anti-enterovirus IgA, compatible with recurrent HEV infections [135].

Several viruses have been linked to T1DM, i.e Coxsackie, Mumps, Rubella, Cytomegalovirus, Retroviruses and Rotaviruses [136-139], otherwise several evidences link enteroviruses, in particular Coxsackie B4 virus to T1DM [140].

### 6.3. Coxsackie viruses and T1DM

Human EnteroViruses (HEV) [141] are small, non-envelope viruses (30 nm), characterized by an icosahedral capsid consisting of 60 capsomers; one capsomer comprises 4 structural proteins (VP1, VP2, VP3, VP4). HEV belong to the Picornaviridae family and 5 different species are recognized: Poliovirus and HEV A, B, C, D. Enteroviruses are ubiquitous and transmitted by faecal-oral route, and characterized by a great genetic variability and consequent broad spectrum of tissue tropism and pathological effects. HEV infections are usually asymptomatic or characterized by fever, malaise, sometimes respiratory involvement or cutaneous Rash. More severe diseases such as meningitis, encephalitis and pericarditis have been reported.

Six different serotypes characterize Coxsackie virus B (CVB 1-6); the B4 serotype is defined “diabetogenic” [142]. Affected patients harbor enterovirus RNA homologous to that of Coxsackie B4 in peripheral blood mononuclear cells [143], and in small intestine samples, suggesting a persistent enterovirus infection [144].
Recently direct evidence of Coxsackie B4 enterovirus infection in human β-cells with reduced insulin secretion and islet inflammation mediated by natural killer cells has been provided [145-147].

6.4. Viruses: foes or friends?

It has been reported a protective role of viral infection in the development of T1DM. Studies in animal models report a protective effect of enterovirus infections when contracted precociously, before weaning, which disappears if the infection occurs thereafter [148]. A virus with protective effect exerts a inflammatory profile very different if compared to diabetogenic one, with opposite consequences on autoimmune reaction. The kind of virus, its β-cell affinity, and the timing of infection play a crucial role in T1DM occurrence. In fact proliferation virus-induced auto-reactive T cells after recurrent infections with protective viruses determine protection from β-cell autoimmune destruction with deviation of the auto-inflammatory response, a trafficking of auto-reactive T cells and a stimulation of Treg cells [127].

7. Vaccines and risk of T1DM

The role of vaccine in the development of T1DM has been matter of debate. In fact there is a temporal association between increased incidence of the disease after improvement of living conditions and reduction of infectious diseases in childhood, thanks to the widespread use of vaccines. Moreover, some vaccines prevent or induce T1DM in animal models. Furthermore, it has been postulated that only early vaccinations (i.e. within the first month of life) could prevent T1DM [149]. The same author reported a clusters of cases of T1DM 2-4 years post-immunization with pertussis, MMR, and BCG vaccine, but it remains to define the link between the haemophilus-vaccine and T1DM [150]. On the other hand, a large epidemiological study on all children born in Denmark from 1990 and 2000, for whom correct information about vaccine schedule and clinical diagnosis of T1DM 2 to 4 years after vaccination, revealed no significant association between vaccines and development of T1DM. Moreover, no evidence of any clustering of cases after vaccination with any kind of vaccine [151]. This nationwide cohort, together to the prospective and independent ascertainment of vaccination history and the time of T1DM diagnosis overcame the risk of selection bias and recall bias [151]. De Stefano et al., in a case-control study, didn’t support an association between any of the recommended childhood vaccines and increased risk of T1DM [152]. Similar results have been reported in a retrospective cohort study in active components of US Military between 2002-2008 [153]. Another retrospective cohort study in Sweden examining the risk of autoimmune and neurological disorders in people vaccinated against pandemic influenza A demonstrated no changes in the frequency of several autoimmune diseases, including T1DM [154].

The possibility that vaccination may increase the risk of T1DM has been evaluated in a few epidemiologic studies. Classen has provided the only evidence of a possible increased risk,
but the nature of the evidence is strictly ecological, involving comparisons between countries or between different time periods in the same country. Such comparisons, however, may be influenced by many factors unrelated to vaccination, i.e. genetic predisposition. Moreover, similar ecological analyses did not found significant correlations between diabetes and BCG, pertussis, and mumps vaccine.

Recently, in Japan a case of fulminant T1DM has been reported after influenza vaccination [155]. On the other hand the absence of autoimmunity in this form of diabetes is recognized. The role of vaccinations in T1DM deserves attention. Even if vaccinations are not triggers of autoimmune process leading to overt diabetes, it is otherwise possible that in genetically predisposed subjects vaccine exposure could anticipate the clinical symptoms and therefore being associated to T1DM.

8. Obesity as environmental factor

In the past decades a worldwide rising incidence of the disease has been reported [157], with a significant trend toward earlier age at diagnosis than previously observed [158]. This shift to a younger age at T1DM diagnosis could be explained by exposure to higher doses of several environmental factors, like viral infections, polluted air, and more recently, sedentary lifestyle [159-160]. In particular, physical inactivity results in obesity, whose incidence within pediatric age is dramatically rising [156,160,161]. In younger children obesity-induced insulin resistance exerts in metabolic β-cells up-regulation, accelerating their loss through glucotoxicity, and can potentially bring forward the earlier age of diabetes clinical onset, according to the so-called Accelerator Hypothesis [162].

8.1. Accelerator hypothesis

The Accelerator Hypothesis, firstly postulated by Wilkins, argues that diabetes mellitus is a unique disorder of insulin resistance set against different genetic backgrounds, rather than two distinct diseases (type 1 and type 2), and focuses on the tempo of β-cell loss [162]. Therefore the concept of tempo might explain the commonality between type 1 and type 2 diabetes, which are distinguished only by the rate of β-cell loss and by the specific accelerator involved [163]. Three main accelerators play a pathogenetic role: the first is the intrinsic potential for β-cell apoptosis, a necessary but insufficient step in the development of diabetes. The second accelerator is insulin resistance secondary to obesity, and represents the link between type 1 and type 2 diabetes. Insulin resistance increases insulin secretory demands on β-cells and may trigger damage in these metabolically up-regulated cells by increasing antigen presentation. Insulin resistance is characterized by a decreased ability of insulin to stimulate the use of glucose by the muscle and adipose tissue, where the suppression of lipase controlled by insulin is impaired [164]. The consequent excessive supply of free fatty acids further affects glucose transportation in the skeletal muscles, and inhibits insulin activity [165]. In the liver, insulin resistance leads to increased hepatic glucose production, initially compensated by increased insulin secretion. If the process persists, glucotoxicity can
occur, leading to chronic hyperglycemia and clinical diabetes [166]. The third accelerator is genetic susceptibility, predisposing to β-cell autoimmunity [167]. Several studies support the role of the Accelerator Hypothesis, showing that BMI increasing and precocious weight gain are inversely related to age at diagnosis of T1DM [168-173]. Noteworthy, other reports don’t agree with the primary pathogenic role of obesity [174,175]. Recently another study in a large cohort of patients from the Mediterranean area makes this theory controversial and unproven up to now [176].

In our previous report in a limited cohort of 174 Italian patients from Genoa (northern Italy) we demonstrated that obesity is not a common finding in younger children at T1DM diagnosis [177].

In particular, the obesogenic environment, i.e. sedentary lifestyle, which promotes insulin resistance and other metabolic consequences deserves attention.

On the other hand, some studies don’t support the role of Accelerator Hypothesis. In fact, data from UK compared BMI at T1DM diagnosis with age at diagnosis in South Asian and white children and did not find significant differences. The authors concluded that BMI could be too crude as indicator of insulin resistance, and that other specific indicators should be considered [178].

In a large cohort of Mediterranean patients diagnosed with T1DM between 1990 and 1994 BMI-SDS has not significantly increased. In addition a positive association between BMI-SDS and age at diagnosis has been also reported [176].

It is plausible that Accelerator Hypothesis does or not does become manifest because of the genetic background and environmental factors, including the prevalence of overweight and obesity.

All studies include children BMI to define obesity; however, this measurement seems to be a too crude measure of insulin resistance, as well as of percentage fat mass and its distribution and for the critical variable of cardiovascular fitness, which is the major determinant of insulin sensitivity.

**9. Epigenetic**

The study of epigenetic in the pathogenesis of autoimmune diseases represents a new challenge and a fascinating field for clinicians and researchers, particularly as regards T1DM. It is recognized that genetic background is only one aspect in T1DM pathogenesis, and the role of environment, gender and aging deserves equally attention. In fact genetic background is responsible for susceptibility or protection from clinical onset of the disease. Moreover, genome wide association studies discovered significant associations underlying immune tolerance breakdown only in a relatively small group of patients, leading to the concept of “Missing Heritability” [179]. Furthermore the low concordance rate of T1DM in monozygotic twins reinforces the concept that external additional factors play a crucial role, and the
link between genetic susceptibility and environment as trigger of auto-immunity can be represented by epigenetic [180].

In contrast to genetic alterations, epigenetic changes determine and/or perpetuate an heritable change in gene expression without a change in DNA sequence. Epigenetic mechanisms are involved in eukaryotic gene regulation through modification in chromatin structure in part packaging DNA, in part as modulating gene expression. Epigenome can be defined as a cell specific and stable pattern of gene expression determined by epigenetic mechanisms. Epigenetic mechanisms are involved in cell type development and function, since they are able to determine stable gene expression or repression. Another important feature of epigenetic mechanisms consists of determining metabolic plasticity to cells, with subsequent adaptation to environmental modifications [181].

The main epigenetic abnormalities include DNA methylation and histone modifications, leading to spatial and temporal changes in gene regulation. Studies in identical twins showed that the appearance of epigenetic differences increase with age and the most significant epigenetic differences have been occurred in those twins who spent less time together [182].

As regards T1DM pathogenesis, epigenetic role is by modulating lymphocyte maturation and cytokine expression, both involved in the development of autoimmune attack to β-cells [183]. In particular T-helper lymphocyte differentiation is under epigenetic control [184]. Another mechanism by which epigenetic modifications play a role in T1DM pathogenesis is by influencing β-cell development and repair. In fact glucose and insulin regulate methylation process which takes place in the cell via elevated homocysteine and homocysteine remethylation, with a concomitant reduced capacity to remove homocysteine by means of transulfuration processes [185]. Homocysteine can be re-methylated to form methionine. The maintenance of methylation patterns in DNA and histone are linked to cellular methyl group metabolism, which is influenced by nutritional intake of folate [185]. Maternal nutrition state can influence newborn metabolic phenotype through epigenetic modifications. In fact the relationship between nutritional status and epigenetic is crucial during embryogenesis, intrauterine life and perinatal period, influencing offspring’s pancreas vascularisation and development [186]. Furthermore Dutch people exposed to famine during intrauterine life in the years of the Second World War experienced higher frequency of type 2 diabetes and cardiovascular risk in adulthood [187]. As regards a direct epigenetic involvement in T1DM pathogenesis few data are available. On the other hand a possible contribution is represented by food intake, for methyl donors (i.e. methionine and choline) and cofactors (i.e. folic acid and vitamin B12) which are important for DNA and histone methylation.

10. Conclusions

Even if diabetes mellitus is a condition described in the ancient Egypt, no specific etiologic factor has been defined up to now. Fascinating case reports and large multicenter studies demonstrated the complexity of pathogenetic events characterizing autoimmune diseases.
Several environmental factors, old and new, play a crucial role in the development of T1DM, being as protective as dangerous, and their interplay with genetic susceptibility can explain the difficulty to find a single causative agent [188].

On the other hand the study of environmental factors increases the knowledge of natural history of the disease, and allows the recognition and knowledge of those protective agents which can delay the clinical onset of the disease and represent the basis for primary prevention programs.
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1. Introduction

Autoimmune diseases result from specific immune response to structures of the self. Such a response, resulting from activation of self-specific lymphocytes, is an inevitable side effect of the work of the immune system. However, mechanisms of central and peripheral tolerance normally prevent damage to tissues of the organism, blocking activation and proliferation of autoreactive lymphoid cells. Thus, it would be more accurate to say that autoimmune diseases result from breakdown of tolerance mechanisms that leads to chronic self-sustained response against the structures of the self. Autoimmune diseases should be discriminated from autoimmune reactions. The latter are associated with immune response against infectious pathogens and stop immediately after the pathogenic agent is eliminated. Autoimmune diseases are also quite frequently associated with cross-reactive immune response to exogenous pathogens. In fact, such a link is implicated into pathogenesis of most of those diseases. However, autoimmune diseases continue to progress even if the pathogen is cleared.

The key feature that distinguishes “normal” autoimmunity from pathological conditions is breakdown of tolerance that takes place in the latter case. This difference is illustrated by comparing characteristics of autoantibodies present in normal organism with characteristics of autoantibodies in patients with autoimmune diseases. Apart from higher titers in the patients with autoimmune diseases, antibodies in those patients also show higher avidity to target antigen and monoclonal structure, as opposed to polyclonal structure in normal samples. In normal organism, detected autoantibodies typically belong to IgM isotype,
while in pathology they usually belong to IgG isotype. This has an important implication, as production of IgG antibodies can not be mediated by B-lymphocytes alone. It practically always requires involvement of antigen-specific CD4+ T-cells, which illustrates that pathogenesis of autoimmune diseases is a complex multistep process, requiring breakdown of tolerance on several levels.

<table>
<thead>
<tr>
<th>Normal samples</th>
<th>Samples from patients with autoimmune conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Isotype</td>
<td>Isotype</td>
</tr>
<tr>
<td><strong>IgM</strong></td>
<td><strong>IgG</strong></td>
</tr>
<tr>
<td>Affinity</td>
<td>Affinity</td>
</tr>
<tr>
<td><strong>Low</strong></td>
<td><strong>High</strong></td>
</tr>
<tr>
<td>Clonal structure</td>
<td>Clonal structure</td>
</tr>
<tr>
<td><strong>Polyclonal</strong></td>
<td><strong>Usually oligoclonal or monoclonal</strong></td>
</tr>
<tr>
<td>Titer</td>
<td>Titer</td>
</tr>
<tr>
<td><strong>Low</strong></td>
<td><strong>High</strong></td>
</tr>
</tbody>
</table>

**Table 1.** Autoantibody characteristics in normal individuals compared to those n individuals having a tissue-specific autoimmune disease.

Etiology of autoimmune diseases remains obscure, along with factors that serve as triggers for the disease. Nowadays it seems obvious that neither genetic predisposition nor environmental factors alone are sufficient for causing the disease. The common concept is that autoimmune diseases arise from complex interaction between genetic factors and environment. The conception of post-infectious autoimmune syndrome (PIFAS) defines infection as an important component of pathogenesis (Foy et al., 1996). According to this conception, autoimmune diseases develop in genetically predisposed organisms as a result of specific infection causing cross-reactive immune response affecting own cells and tissues of the organism. Later this response becomes self-sustained and can continue even in the absence of infectious agent that caused it in the first place. In accordance with this conception, evidence arises that in most cases of autoimmune conditions, the primary event of pathogenesis is infection. Arguments that support role of infection in specific autoimmune diseases can be divided into several categories: clinical (clinical findings, as in the case of acute rheumatic fever following streptococcal infections), epidemiological (obtained in epidemiological studies that fit criteria of evidence-based medicine), laboratory (based on laboratory diagnostics of infection in the past, i.e. by accessing antibody levels in biological fluids or obtaining DNA of the pathogen from tissues affected by immune response).

These criteria are applied to show correlation between presence of an infectious agent in the organism and an autoimmune condition. Once such correlation has been found, the next step is studying mechanisms that mediate induction of disease. In relation to pathogens in question, such mechanisms can be divided into specific (those that include stimulation of antigen-specific clones of lymphocytes) and non-specific (based on causing appropriate inflammatory environment for disease induction) (Goodnow et al., 2007). Deeper insight into the problem shows that several of these mechanisms have to be active to initiate an autoimmune response, and that both specific and non-specific mechanisms typically contribute to pathogenesis equally.
2. Mechanisms of tolerance: An overview

A number of mechanisms is at work to prevent negative effects associated with autoimmune reactions. The conception of tolerance has been introduced to explain those mechanisms. Tolerance is lack of reactivity of the immune system to antigens of the body. Tolerance is an active process that can be induced through central and peripheral mechanisms. Central tolerance refers to processes taking place during lymphocyte differentiation in central lymphoid organs, before activation (in the process of antigen-independent differentiation of lymphocytes). A classic example of central tolerance is negative selection of T-lymphocytes that takes place during their maturing in the thymus. Selection of lymphocytes in the thymus includes two stages. On the first stage cells that have low ability to react with own molecules of major histocompatibility complex (MHC) undergo apoptosis. Ability to react with own MHC is necessary for proper T-cell function, since T-cells respond only to antigen fragments presented by antigen-presenting cells (APCs) in complex with MHC molecules (B-cells, on the other hand, respond to full molecules of antigens and don’t require interaction with MHC). On the second stage cells that undergo apoptosis are those that strongly react with fragments of own antigens of the body presented by MHC (the so-called negative selection). Therefore, cells that survive do have ability to react with own MHC, but not too strong an ability. Those cells also have low potential to respond to own antigen fragments. Such a complex process of selection is necessary, because T-cells have a central role in specific immune responses, and consequences of a tolerance breakdown at T-cell level would be quite grave. However, it should be noted that possibility of response to own pathogens is an inevitable side effect of the mechanisms T-cells utilize in their receptor mechanisms (requirement of interaction with own MHC molecules). In B-cells the mechanisms of selection don’t differ principally from those in T-cells, however they are much less strict.

The described mechanisms aren’t sufficient to fully prevent appearance of autoreactive clones in the blood. However, activation of T-cells requires several conditions to be met (apart from interaction of the antigen-specific receptor with its target). Appropriate contact between T-cell and APC is called immune synapse. A key condition for a successful activation is interaction of CD28 molecule of the T-cell with costimulatory molecules B1/B7 of the APC. Without such interaction, activation of TCR causes anergy or apoptosis of the lymphocyte. This interaction is unlikely in the absence of appropriate costimulation, which is induced by presence of non-specific molecular signals of “presence of danger” (DAMPs – Danger associated molecular patterns) or “presence of an infectious agent” (PAMPs – Pathogen associated molecular patterns). The latter include fragments of bacterial cellular wall, exogenous DNA, flagellin, etc. Those factors cause activation of APCs, increasing expression of MHC-antigen complexes and costimulatory molecules. In the event of interaction of an autoreactive T-lymphocyte with its target, the described costimulation is not expected to be active. That means that APCs would not be activated, and won’t express necessary amounts of B1/B7. Expression of MHC molecules would also remain low. This mechanism of control ensures that T-cell activation seldom takes place without activation of innate immunity. As a result, autoreactive T-lymphocytes that
interact with self-antigens more often than not undergo apoptosis or become anergic as a result of TCR stimulation without appropriate costimulation.

Activation of B-cells doesn’t require antigen presentation in association with MHC. These cells have the ability to recognize antigens directly through BCR. However, as well as in the case of T-cells, stimulation of BCR has to be coupled with costimulatory mechanisms, or the cell would most likely undergo apoptosis. Signals inducing B-cells proliferation include interaction with PAMPs. Those are mediated by toll-like receptors (TLRs) that interact with PAMPs, and complement C3 receptor (CD21), that binds to C3 component of the complement. C3 binds to specific components of the microbial cell wall (alternative complement activation), or to pathogens opsonised with antibodies (classic complement activation). Those mechanisms direct immune response towards reaction to microbial pathogens bearing signs of “danger”.

Before the start of B-cell antigen dependent differentiation and antibody production, B-cells have to pass another checkpoint (Goodnow et al., 2007). That is interaction with T-cells specific for the same antigen, through CD40/CD40L system (Foy et al., 1996). Therefore, interaction of two antigen-specific cells, both of which have undergone multiple points of selection, is required before B-cell mediated immune response with highly-affined antibody production and memory cells formation can take place. Functional activity of the immune system is preciously regulated to minimize chances of autoimmune reaction.

Another mechanism controlling the activity of immune response is activity of regulatory T-cells (Treg). Natural Tregs have the phenotype of CD4+CD25low, and express a specific transcription factor – Foxp3. Foxp3 mediates suppressor function by inducing factors such as TGFbeta, GITR, IL-10. Upon activating, Treg cells specifically inhibit immune response. An important feature of their cells is that their TCRs show significantly higher affinity to own antigens than those in other T-cells. It is thought that cells with affinity to self-antigens higher than in most T-cells but lower than is required for negative selection may differentiate into Treg (Wan et al., 2007). There are also other types of regulatory lymphoid cells with suppressor function, such as induced Treg that form in vivo in conditions of activated CD4+-cells stimulation with IL-10, and B-regulatory cells.

An important function of mechanisms of tolerance is degenerative feedback for countering uncontrolled immune cells activation. Continuous stimulation of TCR causes negative regulation of CD 28 receptor needed for T-cell costimulation through B1 and B7 molecules of the APCs. Instead, T-cells start producing CTLA (CD 28), a molecule that is an antagonist for B1 and B7. This cuts costimulation of T-cells and causes induction of anergy.

3. Role of infection: The conception of PIFAS

Seeing that autoimmune diseases arise from lack of balance between stimulation of the immune system and activity of suppressor mechanisms, infection, especially chronic, proposes to be an important factor in the induction of autoimmune process. Even by itself,
chronic antigen stimulation accompanied by lymphocyte proliferation and activation of effector mechanisms significantly magnifies the chance of breakdown in tolerance mechanisms. A parallel can be drawn between autoimmune conditions and tumors of the immune system. The latter, rising from uncontrolled proliferation of lymphocytes, have been firmly associated with excessive chronic antigen stimulation (chronic infection with HIV, Hepatitis C, Epstein-Barr virus).

The conception of PIFAS distinguishes the following 5 steps in the pathogenesis of autoimmune diseases (Cherepachina et al., 2009):

1. Genetic predisposition.
2. Infectious process causing cross-reactive activation of the immune system.
3. Latent stage of the autoimmune disease characterized by production of autoantibodies and antigen-specific clones of lymphocytes. It is accompanied by morphological signs of immune inflammation (i.e., latent autoimmune insulitis preceding manifestation of autoimmune diabetes mellitus) and can be detected by accessing the proteome of the patient. Markers that can be detected in the proteome are divided into markers of immune inflammation and markers of tissue degeneration.
4. Latent stage of the disease accompanied by impairment of functional activity of the affected tissues which can be detected by functional diagnostics or by accessing the metabolome of the patient.
5. Manifest stage of the disease.

4. Pathogenetic mechanisms of autoimmune diseases

Now we shall give a more detailed description of mechanisms that have a role in the pathogenesis of autoimmune diseases.

4.1. Molecular mimicry

The conception of molecular mimicry is one of the most common concepts in immunology. It is also the simplest hypothesis that can be applied to explain the etiology of autoimmune diseases. The conception is built on laboratory findings that show homology between amino acid sequences of infectious agents and those of proteins of the body. Activation of T-cells with TCR specific for the pathogen causes cross-reactive reaction to own antigens of the organism, and as a result, impairment of functions of target organs. For the pathogen this serves as a mechanism of evading the immune response, since self-reactive clones of lymphocytes are typically less active due to mechanisms of negative selection, and are also prone to suppression by mechanisms of peripheral tolerance. This interferes with elimination of the pathogen (Sherbet, 2009). And long-term persistence of the pathogen contributes even further to the ongoing autoimmune reaction. Such a reaction may or may not come to an end after and if the infectious agent is finally eliminated. In the latter case, the process
becomes self-supporting, recruiting other mechanisms of disease progression. If secondary production of self-reactive T-lymphocyte clones takes place, as opposed to just antibody production, this usually marks the onset of autoimmune disease. An important factor here is the phenomenon of epitope spreading, which is caused by changes in conformation of antigens that are subject to immune response (see later).

4.2. Superantigens

As opposed to specific monoclonal stimulation of immune system caused by antigens, stimulation by superantigens causes polyclonal activation of cells of the immune system. Mechanisms of superantigen-mediated activation primarily affect T-cells activation. Stimulation by antigens causes activation of T-cells as a result of presentation of processed antigen by MHC molecules of the APCs. TCR binds to the peptide presented by MHC. Superantigens react directly with MHC molecules, binding to beta-unit of the molecule (Conti-Fine et al., 1997). They cause non-specific polyclonal activation of T-cells, reacting with all cells that can bind to appropriate MHC-molecule (all cells that are restricted to the haplotype of that MHC molecule). Participation of superantigens in the pathogenesis of autoimmune diseases seems to be indirect. One of the aspects is their contribution to inflammatory response and antigen presentation (mostly due to stimulation of macrophages by activated CD4+ Th1-cells). Pathogenic agents producing superantigens can also contribute to pathogenesis of autoimmune diseases by increasing the possibility of activation of autoreactive T-cells as a component of polyclonal activation.

4.3. Altered presentation of own antigens

The next component of pathogenesis is abnormal presentation of self-antigens caused by inflammatory response to infectious pathogens. This can refer to increased expression of HLA-molecules (Conti-Fine et al., 1997), aberrant expression of HLA molecules, presentation of antigens that are normally invisible for the immune system. These phenomena are frequently seen as a component of normal immune reactions (hence another important implication of infectious agents in the pathogenesis) or autoimmune inflammatory reactions.

It is a well known fact that stimulation with inflammatory cytokines causes an increase in expression of MHC molecules. This refers both to professional APCs (macrophages, B-lymphocytes, dendritic cells) and most other cell lines (in the latter case, expression of HLA I is increased, making the cells vulnerable to autoreactive CD8+ cytotoxic lymphocytes). Inflammatory signaling also stimulates aberrant expression of MHC, causing expression of HLA II by endothelial cells, fibroblasts and other cell lines that normally only express HLA I and don’t function as antigen-presenting cells. Such aberrant expression of HLA molecules may lead to presentation of antigen determinants of the self that were previously unknown to the immune system.

Presentation of normally invisible antigens may occur as a result of breakdown of specific blood-brain barriers of “immunologically privileged” organs. This mechanism plays an important role in the pathogenesis of autoimmune uveitis, multiple sclerosis, etc.
4.4. Presentation of altered self-antigens. Epitope spreading

Disclosure of cryptic antigenic epitopes is an important mechanism in the progression of autoimmune diseases (Lehmann et al., 1997). Normal conformation of the body’s proteins makes some epitopes invisible to antigen-recognizing receptors of the immune system. Conformation of peptides prevents those epitopes from being recognized by lymphoid cells. However, that also means that lymphocyte clones specific to those antigens do not get eliminated effectively during antigen-independent differentiation. Disclosure of those epitopes which may take place as a result of changes in protein conformation that result from immune inflammation may open up these epitopes for effective immune response. Those new targets for autoimmune reaction may have significantly higher affinity to antigen-recognizing receptors in comparison to the original ones. Clinically such an event is frequently associated with the disease taking rapidly progressive course, for example, with multiple sclerosis reaching secondary progressive type. The described phenomenon is known as epitope spreading – a process that is tightly associated with autoimmune diseases progression.

5. Conception of PIFAS as applied to explaining pathogenesis of autoimmune insulin-dependent diabetes mellitus

5.1. Introduction

Insulin-dependent diabetes mellitus (IDDM) is a chronic autoimmune disorder that results from autoimmune destruction of insulin-producing pancreatic beta cells. In IDDM, the autoimmune process is steadily progressive, inevitably leading to total destruction of Langerhans islet beta-cells and ceasing of production of insulin. Clinical manifestation of the disease, presented by symptoms of insulin deficiency, takes place quite late into the autoimmune inflammatory process, when about 90% of islet cells have been destroyed (Epstein, 1994). Such a gap between the status of the autoimmune process and clinical symptoms makes immunosuppressive therapy ineffective in most patients: although application of such therapy can lower the intensity of immune inflammation or in some cases cause a relapse of the immune inflammation, patient almost always becomes insulin-dependant anyway. This is largely due to lack of functional reserves in the population of beta-cells at the time of the diagnosis. Early detection of the autoimmune process in IDDM and identification of risk factors for the disease would greatly broaden the grounds for pathogenetic therapy, but this problem has yet to be effectively solved.

Pathogenesis of IDDM includes following stages.

1. Genetic predisposition,
2. Primary immune response aimed at the mimicking infectious pathogen.
3. Latent autoimmune insulitis.
4. Asymptomatic impairment of beta-cell function (impairment of oral glucose tolerance).
5. Clinical manifestation of the disease.

Diagnostic markers vary for those stages: in the first stage, only markers of genetic predisposition can be detected (and used to calculate the risk of disease), while in the third stage it is possible to detect markers of autoimmune inflammation. In the manifesting stages of the full-term clinical illness canonical (routine) clinical diagnostic protocols would become possible and fruitful. It is evident that the key stage of pathogenesis in which the autoimmune process becomes irreversible and acquires self-progressive course is the third stage. An important task is diagnosing the disease at this stage, when there is room for pathogenetic therapy aimed at quenching immune inflammation.

5.2. Role of genetic factors in pathogenesis of IDDM

Important peculiarity of T1D pathogenesis is genetic predisposition that conditions the development of the disease. MHC (major histocompatibility complex) often elicits autoimmune responses by predetermining the inadequate behavior of immunocompetent cells. MHC represents a large family of genes encoding molecules of three major HLA (human leukocyte antigen) classes.

**HLA class I**

The HLA class I compartment contains both diabetoprotective genotypes and highly associative genes. HLA class I initiate and potentiate autoimmune destruction of beta cells. The diabetogenic alleles of MHC class I genes display age-related features. For example, HLA-E*0101 is predominant in patients in whom T1D developed during the first 10 years of life, while HLA-E*0103 is found in children under 10. (Kordonouri et al, 2010)

**HLA class II**

HLA class II constitute a family of genes which encode glycoproteins with an Ig-like structure and are predominantly localized on the APCs (antigen presenting cells) surface. Their functional role covers the presentation of antigen peptides to CD4 (+) T helper cells type I. Several autoimmune diseases (including T1D) are supported by promoting effects of HLA class II Ags. (Murdock et al., 2004).

**HLA class III**

The contribution of HLA class III to background predisposition of T1D is far fewer (compared to HLA classes I and II) but there are several HLA class III genes manifesting a diagnostically significant association with T1D. As an overall trend, HLA classes II and III provoke diabetes at the highest levels of the odds ratio, while the effect of HLA class I on T1D is much less expressed. (Lipponen et al., 2010).

Non-MHC genes also may play a prominent role in the development of autoimmune diseases. There is quite a vast repertoire of non-MHC genes with a multitude of SNPs (single nucleotide polymorphism) that determine the attacks at some structural components of the pancreas or directly at insulin. Under certain conditions, e.g., under negative impacts of environmental factors these genes are “switched on” giving rise to immune disorders.
An immense variety of genes responsible for susceptibility to T1D are known, but their functional capabilities are either obscure or poorly investigated. Some genes whose role in etiology and pathogenesis of T1D leaves no doubt are described below.

**TNFAIP3**

Tumor necrosis factor, alpha-induced protein 3 is inhibitor of TNF-induced apoptosis. This gene realizes miscellaneous functions to provide protection of beta cells from programmed cell death, inactivation of NF-kappa B signals, prevention of inflammatory lesions of pancreatic cells, deceleration or delayed recruitment of immunocompetent cells into target organs, and so on. Mutations in this gene represent the most common mechanism of disregulation and disorganization of immune reactions resulting in autoimmunity. (Petrone et al., 2008)

**INS**

INS (insulin) gene is a key participant in the synthesis of insulin molecules. Proinsulin molecules are formed during transcription of INS. Mutations in INS are manifested as insulopathies, e.g., enhanced production of “odd” insulin with impaired amino acid sequences and atypical conversion of proinsulin into insulin. The latter abnormality is unrelated to T1D; however, any change in the amino acid sequence may lead to immune failure and secretion of autoAbs. (Pociot et al., 2002)

**ERBB3**

ERBB3 (Erythroblastic Leukemia Viral Oncogene Homolog) modulates the presentation of Ags and increases the risk of T1D. Mutations in ERBB3 lead to immunoregulatory collapses coupled with continuous emergence of autoreactive cells.

**IL2RA**

It regulates immune and inflammatory responses, exerts negative control over cell proliferation and favors differentiation of T cells. In addition, IL2RA (interleukin-2 receptor-alpha) controls apoptosis via a positive feedback mechanism.

Mutation in IL2RA predetermine the susceptibility to T1D by interfering with the transcription and/or splicing of mRNA. In this way, IL2 and IL2RA exert genetic control over protein expression in different cell subpopulations.

**IFIH1**

Interferon induced with helicase C domain 1 (IFIH1) gene is involved in innate immune defense against viruses. Upon interaction with intracellular dsRNA (double-stranded RNA) produced during viral replication, triggers a transduction cascade involving MAVS/IPS1, which results in the activation of NF-kappa-B, IRF3 and IRF7 and the induction of the expression of antiviral cytokines such as IFN-beta and RANTES (CCL5). IFIH1 is directly involved in the destruction of Langerhans islets due to pooling and mobilization of autoreactive cells in response to viral invasion. This circumstance aggravates immune dissonance and promotes self-restructuring of targeted organs by provoking persistent deficiency of the pancreas and accelerating insulin failure.
CD226 (rs763361) SNPs regulate the activity of certain cells involved in immune mechanisms mediating beta cell destruction.

5.3. Pathology of IDDM

Morphologic substrate of the disease is autoimmune insulitis. The characteristic feature of insulitis in patients with IDDM is complete lack of beta cells. Other types of cells in the Langerhans islets remain intact. The inflammatory infiltrate consists mostly of CD8+ cells with some other lymphocytes, macrophages and plasmocytes. Beta-cells of the islets demonstrate increased expression of HLA I, while the APCs and endothelial cells show increased expression of HLA II. This is a characteristic feature of immune inflammation with cell-mediated immune response.

The key factor in beta-cells destruction is thought to be CD8+-cells-mediated cytotoxicity. However, CD4+ cells are also crucial for pathogenesis, since blocking their proliferation in mice hampers the disease progress. This is quite logical, since, CD8+ cells activation requires participation of CD4+ cells. Furthermore, it seems that apart from cell-mediated cytotoxicity, another mechanism playing just as important role in the disease progression is inflammatory cytokine production by macrophages and CD4+ cells. Cytokines that have been implicated in the pathogenesis of IDDM are interleukin-1 (IL-1) and interferon-alpha (Fabris et al., 1998, Waguri et al., 1994). There have been reports of patients developing fulminant IDDM in the course of interferon-alpha therapy (Fabris et al., 1998). These and other cytokines contribute to inflammatory response and promote CD8+ cells activity. IL-1 causes increased NO production in beta cells which leads to excessive synthesis of free radicals. Beta-cells are quite sensitive to damage caused by free radicals, which makes them especially vulnerable to inflammatory responses. This data shows that even non-specific inflammation can cause beta-cell destruction (and become the foundation for specific autoimmune response to emerge). Apart from creating a condition of increased susceptibility to specific immune reaction against beta-cells, inflammatory status by itself may cause beta-cells destruction, as well as serve as a mechanism of stimulation of the immune system with altered antigens of the destroyed cells.

Autoantibodies present in IDDM include:

- GAD(Glutamic acid decarboxylase) 65 and GAD67 autoantibodies to glutamate decarboxylase (an enzyme that catalyzes the conversion of glutamic acid into γ-aminobutyric acid and CO2);
- IA-2(insulinoma antigen 2) autoantibodies to membrane-bound proteins IA-2 and IA-2β;
- ICA (islet cell antibody) autoantibodies to a heterogeneous cluster of antigens expressed in beta cells;
- ZnT8 autoantibodies to a member of the zinc transporter protein family;
- IAA - autoantibodies to insulin.
Serving as markers of the autoimmune inflammatory process, these antibodies can be present before clinical onset of the disease, and can be used for detecting IDDM at latent stages. The ICA autoantibodies, reacting with cytoplasmic antigens of islet cells, are found in IDDM patients in 0.5% of normal subjects and in 70-80% of patients with newly diagnosed IDDM. Those oligoclonal antibodies react with a variety of antigens. One of those is pancreatic enzyme glutamate decarboxylase. Presence of ICA autoantibodies in healthy subjects increases the risk for future development of the disease. The risk is lower for the patients with ICA autoantibodies that react with glutamate decarboxylase than for those who have antibodies specific for other targets. The link is age-dependent, which is attributed to the risk of autoimmune IDDM being higher in younger people. The disease also takes more rapid course in younger patients, with less time passing between clinical onset and complete loss of insulin production.

The anti-insulin antibodies are found in about 50% of patients with newly diagnosed IDDM. Those antibodies may also originate from insulin administration, which is a case in patients receiving non-human insulin, and interferes with efficiency of treatment. However, in IDDM anti-insulin antibodies may represent autoimmune reaction to own tissues, before any insulin administration. They can be used in combination with islet-cell cytoplasmic autoantibodies for prediction of IDDM development. Combined use of both autoantibodies greatly increases diagnostic value of the test.

In vitro, mononuclear cells of patients with IDDM proliferate in response to glutamate decarboxylase. This reaction can be detected earlier than diagnostically significant levels of anti-glutamate decarboxylase Abs. So, in vitro reaction of mononuclear cells with glutamate decarboxylase is considered to be one of the earliest markers of autoimmunity against beta-cells.

### 5.4. Role of infection in the pathogenesis of IDDM

One of the conceptions proposed to explain the pathogenesis of IDDM is the conception of molecular mimicry. Pathogens having antigen determinants homological to those of beta-cells include Coxacie virus (common epitopes with glutamate decarboxylase – an enzyme characteristic for beta-cells), mumps virus and Chlamidia pneumoniae. There are several mechanisms that allow viral infection to contribute to pathogenesis. In case of rubella virus and cytomegalovirus, there is evidence of direct induction of autoimmunity. Infection with those agents is associated with presence of autoantibodies in newly diagnosed patients with IDDM. Also, cytomegalovirus has been shown to induce production of antibodies to 38 kDa protein of the islet cells (Yoon et al., 1990). Those antibodies are frequently detected in patients with IDDM. However, as of now there is little reliable data on amino acid sequences homology between proteins of rubella virus and cytomegalovirus and islet cell antigens.

Another way infectious pathogens can contribute to pathogenesis of IDDM is through direct cytolytic effect on islet cells. An example is Coxsackie B virus, which mediates immune-independent cytolysis of beta-cells (Andreoletti et al., 1998). Coxsackie B virus infection has been shown to be a risk factor for IDDM (Andreoletti et al., 1998), and homology has been shown between viral protein 2C and islet cell antigen GAD 65 (Huang et al., 2011). Cytolytic...
effect even further amplifies the contribution of this agent to pathogenesis, as antigen release from beta-cells and non-specific inflammatory response greatly facilitate the conditions for autoimmune reaction.

6. Conception of PIFAS as applicable to explaining pathogenesis of multiple sclerosis

6.1. Introduction

Multiple sclerosis (MS) is a tissue-specific autoimmune disease, characterized by immune inflammation in the central nervous system (CNS) and chronic processes of demyelization. In MS, the primary targets of immune response are myelin antigens, with the myelin basic protein (MBP) usually described as the main target. Degradation of myelin impairs conductive function of neurons and causes specific symptoms of the disease. The disease develops in genetically predisposed individuals as a result of cross-reactivity of the immune system to exogenous pathogenetic agents. According to PIFAS conception, the following stages can be described in pathogenesis of MS:

1. Genetic predisposition.
2. Induction of immune response to antigens of myelin in genetically predisposed individuals, mediated by infectious processes in the CNS or by other factors.
3. Latent autoimmune inflammation in the CNS.
4. Latent impairment of neurological functions.
5. Manifestation of the disease in the form of clinically independent syndrome (CIS) or primary progressive multiple sclerosis.

6.2. Genetic factors in pathogenesis of multiple sclerosis

For developing genetic markers of increased susceptibility to MS, three groups of genes are usually studied: HLA genes, cytokine genes (IRF8, TNFa, CD6) and genes taking part in metabolism of myelin (MBP, CTLA1). (Dujmovic, 2011). Among genetic risk factors for MS, human leukocyte antigen (HLA)-class II alleles, specifically the HLA DR and DQ loci, are the best studied. It is currently thought that susceptibility to MS is defined not by individual alleles, but rather by their interaction (conception of epistasis – interaction between certain alleles of HLA). Lincoln and colleagues reported epistasis among 3 HLA-class II alleles (DRB1, DQA1, and DQB1) in 2 independent Canadian cohorts. For example, HLADQ1*0102 increased MS risk when combined with HLADRB1*1501, thereby implicating the HLA-DQ molecule in susceptibility to MS. Some alleles of HLA seem to reduce the risk of MS, an example being HLA-DRB1*01 (Fernandez-Morera et al., 2008, Isobe et al., 2010). In De Luca’s study, HLA-DRB1*01 has been shown to be notably underrepresented in patients with malignant cases of MS in comparison to those with benign cases (DeLuca et al., 2007), implicating its role in determining the severity of the disease.
Prognostically, some HLA alleles correlate with higher incidence of neutralizing Abs to IFN b (HLA-DRB1*0408) (Caminero et al., 2011).

TNFRSF1A (TNFa) gene mutations also play a role in genetic predisposition to MS. A correlation has been found between MS and another autoimmune disease - TNF receptor-associated periodic syndrome. The latter is firmly associated with TNFRSF1A mutations (IMSGC, 2011). Also, a link has been shown between MS and variants of several other cytokines, most notably IR8 and CD6 (Yoon et al., 1989).

### 6.3. Clinical classification of multiple sclerosis. Natural history of multiple sclerosis

The first manifestation of MS is termed as clinical isolated syndrome – CIS. Diagnosis of MS can be maintained after two distinct exacerbations of the disease, diagnosed clinically or instrumentally – by MRI. Extensive data shows that about 80% of patients with CIS that have changes in their MRI develop MS in 20 years. However, disease modifying treatment can in certain cases prolong latent stages of the disease. Research of biomarkers determining risk of progression to MS in the groups of risk is, therefore, of much importance. One of such markers is Protein 14-3-3, which is thought to act as a chaperone in neurons and oligodendrocytes. Protein 14-3-3 is a sensitive marker of damage to neural tissue, and it gas been shown to be an independent factor in predicting conversion of CIS to MS.

An important moment in pathogenesis of MS is loss of protective function of the blood-brain barrier (BBB). Normally, low permeability of BBB makes the CNS immunologically privileged, preventing immune response to its antigens. However, in MS this protective function of the BBB is lost as a result of primary inflammatory response to infection or other factors leading to damage to neurons and glial cells. Immunoregulatory defects including reduced levels of regulatory T cells (Tr1, Th2, Th3) in MS patients allow myelin-reactive Th1-cells to extravasate, cross the blood brain barrier (BBB) and enter the CNS. This barrier is not normally accessible to T-cells, unless it is affected by a virus, which reduces the strength of the junctions forming the barrier. Within the CNS, myelin-reactive Th1-cells interact with microglia (localized APCs) presented antigens and secret inflammatory cytokines (IL-2, IF gamma, TNFalpha) which initiate inflammatory cascades. Mononuclear phagocytes, T-cells and microglia containing the RANTES (CCL5) (regulated on activation, normal T-cell expressed and secreted) receptor CCR5 and T-cells containing the interferon-gamma-inducible protein of 10 kDa (IP-10) (CXCL10); monokine induced by interferon-gamma (Mig) (CXCL9) receptor CXCR3 are targeted to the inflammation, demyelination sites by the RANTES and IP-10/Mig chemokines, respectively.

An important mechanism mediating lymphoid cells migration in inflammatory conditions increased expression of integrins, such as VLA-4. Interacting with ICAM receptor of endothelial cells, VLA-4 plays an important role in the process of lymphocytes passing the BBB. That makes VLA-4 one of potential targets for MS therapy. Immunomodulatory therapy with interferon-beta also affects BBB permeability, reducing migration of CD8+ lymphocytes.
Increased permeability of BBB allows antigen-specific lymphocytes and antibodies to reach the CNS. However, clinically the disease may remain silent for some time: as it is common with autoimmune diseases, MS is characterized with extended latent stage (third stage according to the conception of PIFAS). The silent autoimmune process can be identified by presence of specific markers of the disease.

Clinically MS is categorized as either primary progressive MS (PPMS) (15% of cases at onset) or relapsing-remitting MS (RRMS). The latter can evolve into secondary progressive MS (SPMS), which takes place in about 65% of patients who presented with RRMS. Morphologically progressive forms of the disease are characterized by diffuse inflammatory changes in the CNS, while in RRRS inflammatory changes are local (Leech et al., 2007). Even healthy-looking white matter of patients with progressive forms of MS shows increased permeability of the BBB, and this may be an evidence of diffuse inflammatory process in those forms of the disease (DeStefano et al., 2001). Research of factors affecting clinical course of the disease is of much importance. Disease evolution to secondary progressive variant may be mediated by changes of the immune response, as well as by changes in target tissues. One of the mechanisms involved in disease progression is transportation of the antigens to cervical lymph nodes, with activation of new antigen-specific T-cells and expansion of antigen repertoire. This doesn’t explain, however, why evolution to secondary-progressive variant is seen only in certain subjects. The key role in this process is given to a previously discussed factor - epitope spreading, taking place as a result of changes in conformation of myelin leading to opening of previously inaccessible epitopes. Those epitopes may show higher affinity to antigen-binding sequences of autoantibodies and autoreactive TCRs. Epitope spreading is accompanied by changes in biomarker profiles, with occurrence of new antibody types. This may be seen before clinical signs of secondary progressive MS. Another factor that might play a role in MS transformation to secondary progressive type is degree of excitability of neurons (Kutzelnigg et al., 2005). There is data that the CSF of patients with RRMS inhibits activity of Na+-canals of neurons, which allows to presume it might show an in vivo effect of reducing excitability of neurons. This might reduce the degree of neuronal damage and serve as a “protective” factor preventing the development of SPMS.

An independent hypothesis of MS progression explains the development of SPMS as a naturally determined result of continuous disease progression (DeStefano et al., 2001). After damage to CNS reaches a certain threshold, a break of compensation occurs after which further disease progression results in equivalent progression of functional disability. Before this point, the clinical symptoms don’t fully reflect the severity of autoimmune process. This hypothesis explains low efficiency of disease-modifying treatment at the stage of SPMS. In the light of such point of view, RRMS should be viewed as a state of partial compensation preceding manifestation of the disease in the form of SPMS.

6.4. Pathology of multiple sclerosis. Role of infection in pathogenesis of multiple sclerosis

The characteristic morphological feature of relapsing-remitting MS are MS lesions disseminated in location and age. Typically, the plaques are located in the white matter of the CNS.
The most frequent locations of the plaques are periventricular white matter, optic nerve and the spinal cord. Another demyelization process can also usually be detected, affecting individual nerve fibers in the spinal cord. Even areas that are not affected by demyelization process show abnormalities that some researchers believe may contribute to the pathogenesis of progressive forms of the disease. MS plaques can be detected by functional diagnostics, and their localization correlates with clinical findings. Acute MS plaques show signs of immune inflammation and degradation of myelin. The mechanisms active in MS plaques are not completely understood. It is clear that damage to myelin, glial and neural cells is mediated by classic immune effector mechanisms: cell-mediated cytotoxicity and antibody production. Cerebrospinal fluid and MS lesions of the patients show high levels of cytotoxic CD8+ cells specific to MBP, and neural and glial cells have been shown to increase production of MHC I molecules in conditions of immune inflammation, becoming targets for CD8+ cytotoxic activity. How those mechanisms act together is, as of yet, unclear. Recent results have shed some light on this problem. They have described four morphological types of inflammation in MS plaques (Luchinetti et al., 2000). Three of these mechanisms are typical for RRMS, and the fourth type is characteristic for PPRS.

1. Demyelination associated with T-cell and macrophages-mediated inflammation.
2. Demyelination associated with T-cell and macrophages-mediated inflammation with extensive antibody deposition in tissues and in glial cells. This pattern seems to be the most common, and is associated with morphological signs of remyelination.
3. Demyelination associated with an infiltrate of T-lymphocytes and activation of macrophages and microglia.
4. Demyelination associated with infiltration with T-cells. This pattern is found in PPRS and is characteristic for this type of the disease.

This shows heterogenic nature of effector mechanisms active in MS. Authors of the study hypothesize that different pathological patterns can represent different pathogenetic pathways of the disease which may be associated with different prognosis and respond to treatment.

In chronic plaques, the inflammatory process becomes inactive. Activated inflammatory cells leave central areas of the plaque, while in the periphery, they retain their activity for some time. During relapses of the disease, reactivation of some chronic plaques can follow. This is accompanied by an increase in permeability of the BBB and by migration of macrophages and antigen-specific T-cells.

The inflammatory process in MS plaques is accompanied by axonal degeneration. Acute axonal degeneration can be morphologically detected by presence of axonal “ovoids”. Later on, ovoids disappear, and morphological picture starts pointing at Wallerian degeneration. Axonal damage in MS is thought to be irreversible, and to be responsible for chronic disability in MS patients. It has been shown that markers of neurodegeneration correlate well with state of functional disability.
As with IDDM, it is yet unclear (Anderson et al., 2009) whether the disease is initiated by cross-reactivity of the immune system to MBP, or the primary event is morphological damage to the cells caused by infection or other factors. The immune initiation conception is the more widely accepted one. It is supported by events of experimental transfer of MS to laboratory animals by one of the following ways: a) immunizing the animals with antigens of myelin b) transplantating antigen-specific CD4+ cells. The latter experiments have become the basis for viewing CD4+ cells as a key factor in disease initiation (as opposed to IDDM, where CD8+ lymphocytes seem to be the key mediator of pathogenetic events, although they are supported by CD4+ Th1-cells). In accordance with these views, blood of patients with MS contains increased numbers of CD4++ cells specific to MBP.

The neural initiated conception views alteration of glial cells caused by chronic infection as the initiating mechanism of the disease. While the speculation of the infectious factor being the main etiological agent would seem too awkward, there is enough evidence to consider some viruses persisting in the CNS as a factor initiating immune response. Cells of microglia have been shown to raise expression of MHC molecules and inflammatory cytokines in conditions of tissue injury and viral infection. They are able to serve as APCs, playing an important role in primary recruitment of lymphocytes specific to antigens of myelin.

That is quite logical, seeing as antigen mimicry is believed to play quite an important role in the pathogenesis of MS. MS is believed to initiate in genetically susceptible hosts, when common microbes that contain protein sequences cross-reactive with self-myelin antigens activate antigen presenting cells (APC) in the blood. The most studied as a MS risk factor is Epstein-Barr virus infection. In Ascherio et al study, all 100% of patients with MS were infected by EBV (Rudick, 2001). Frequency of MS in patients that had infectious mononucleosis is higher than in general population. It has been shown that BCRs of B-lymphocytes active towards MBP show homology with antibodies specific to EBV latent membrane protein 1 (LMP1) (Gabibov et al., 2011). However, evidence for correlation between DNA load and frequency of MS remain conflicting, as well as that for similarity of geographic patterns of EBV infection and MS. In contrary, antiEBV antibodies seem to be a perfect risk marker, as their level in serum strongly correlates to frequency of MS (Andreoleetti et al., 1998). This means that latent EBV infection seems to be the most significant risk factor. The key role is thought to belong to patterns of EBV genes expression in latent state. Changes in methylation of the viral DNA might result in increase in production of certain proteins involved in autoimmune response (Niller et al., 2011). Other viruses that show high expression in tissues of MS patients are HHV-6 and HERV. Increase of expression of those agents might contribute to disease pathogenesis by augmenting the inflammatory response against oligodendrocytes.

Another agent thought to be involved in MS pathogenesis is Acinetobacter. There is statistically significant increase of anti-Acinetobacter antibodies in the serum of patients with MS. There is also correlation between distribution of Acinetobacter sinusitis and MS. Also, DNA sequences of Acinetobacter show homology with sequence of myelin.
Current data suggest that infectious triggers are most likely ubiquitous, i.e., highly prevalent in the general population, and that they require a permissive genetic trait which predisposes for MS development.

As the disease progresses, the protective function of the BBB becomes chronically impaired. Morphological investigation of tissues of patients with secondary progressive MS shows formation of lymphoid follicle-like structures in the meninges. Those follicles are hypothesized to be the place of production of autoantibodies specific to various antigens of CNS. Those include previously discussed anti-neurofilament antibodies.

Pathogenetic role of autoantibodies in MS remains unclear. While some researchers claim that autoantibodies in MS just serve as a “witness” of pathological process mediated by other mechanisms (such as cell-mediated cytotoxicity), there is data (Lincoln et al., 2010) showing that some antibody types may play a role in the disease progression through modifying normal antigens of myelin and provoking specific immune response. This refers to catalytic antibodies (abzymes) with proteolytic activity (antibody proteases). The typical mechanism of catalysis for these antibodies is nucleophilic catalysis. Recently abzyme-dependent catalytic degradation of an autoantigen, MBP (myelin basic protein), was associated with the course of the neurodegenerative disease MS and its rodent model, experimental autoimmune encephalomyelitis (EAE). Autoantibody-mediated degradation of MBP was shown to be site specific, with cleavage sites localized to the immunodominant epitopes of the protein. These findings were supported by studies from others. Interestingly, this reaction was inhibited in vitro by glatiramer acetate (Copaxone), an established treatment for MS. (Belogurov et al., 2008)

6.5. Prediction and prognosis: changes in the proteome characteristic for multiple sclerosis

Main diagnostic criteria for MS are based on dissemination of clinical, instrumental, laboratory findings. The three clinical stages of MS are preclinical phase, phase of immune inflammation and degenerative stage. In the preclinical phase there are no morphological changes, but biomarkers of immune inflammation might already be found, although at low titers. At this stage, abs to the “mimic” epitopes of microbial pathogens are found, supporting the view that the disease is triggered by reaction of the immune system to such epitopes. The process becomes self-supporting after immune respond shifts towards determinants of the CNS. Preclinical diagnostics of MS aims at discovering autoantibodies before morphological and/or clinical manifestation of the disease.

Markers of the autoimmune process in MS can be divided into two main categories: markers of immune inflammation and markers of neurodegenerative processes. Biological fluids used for sampling include blood serum and the cerebrospinal fluid (CSF). Advantages of using blood serum include higher availability of the material, lower risk of the procedure and economical advantages. However, proteome of blood serum is less selective to pathology of the central nervous system than that of the CSF. Certain markers are difficult to detect, and there are technical problems associated with high-abundance proteins of the blood serum. These have to be removed from the sample in order to reach diagnostically applicable levels
of sensitivity and specificity. CSF is much more convenient in terms of sample preparation, 
sensitivity and specificity. However, obvious reasons prevent widely using it for screening, 
especially in healthy individuals.

Non-specific markers of immune inflammation include oligoclonal IgG bands, light Ig 
chains, chromogranin A, clusrerin, CC3.

Markers specific to autoimmune processes taking place in MS are autoantibodies to myelin 
basic protein (anti-MBP) and to myelin oligodendrocyte protein (anti-MOG). Antibodies 
found in MS patients include anti-myelin basic protein antibodies, antiganglioside antibod-
ies, anti-myelin oligodendrocyte glycoprotein antibodies (Yoon et al., 1990). Anti-MBP antibo-
dies are the most common markers used for preclinical diagnostics. To raise the specificity 
of the method, selective reactivity of autoantibodies to certain MBP fragments can be measured. It should be noted that anti-MBP antibodies are also found in some healthy people.

Antiganglioside (AGM)-antibodies are found in patients with various neurological disor-
ders and are not specific for MS. However, they can be used for prognostic purposes. There 
ere several subtypes of anti-AGM antibodies. Presence of several common AGM-antibodies 
as opposed to typical AGM-1 antibodies reflects high degree of disease progression. Clinically this correlates with secondary-progressive form of MS and bad prognosis.

Myelin oligodendrocyte protein is a superficial component of myelin. In animal models, this 
protein has been shown to be quite vulnerable to both cell and humoral immune response. It 
is thought to be one of the primary targets in initiation of MS. Antibodies to this protein might offer a promising perspective for preclinical diagnostics of MS. MOG is the most in-
teresting candidate B-cell autoantigen in MS. Because of its location it is an ideal target for 
antibody-mediated demyelination. Anti-MOG antibodies are indeed able to cause myelin 
destruction in EAE models, while other antibodies against major myelin proteins such as 
MBP or PLP, which are both not located on the myelin surface, do not cause myelin destruc-
don their own. Anti-MOG Abs mediate a characteristic vesicular transformation of comp-
act myelin in acutely demyelinated lesions that also has been documented in human MS lesions strongly suggesting a role of anti-MOGAbs in MS. The B-cell response to MOG is en-
hanced in MS also supporting the pathogenic importance of anti-MOG Abs.

Antiganglioside antibodies (anti-GM) are more of prognostic value, as there is a correlation 
between anti-GM antibody type and clinical type of the disease (primary progressive, back-
and-remitting, secondary progressive).

Prognostic use of antibodies is based on the fact that correlation can be made between types 
of main determinants and antibodies and prognosis/ clinical stage of the disease. In the 
course of the disease, autoantibodies cause changes in myelin structure, which leads to for-
mation of new, more immunogenic epitopes, and changes in autoantibodies specter. Clinically this is accompanied by transformation of MS into secondary-progressive form. While 
the disease progresses, immune inflammation becomes less specific, with initiation of im-
immune response to various determinants of the CNS as opposed to primary response which affects just the components of myelin.

It is necessary to note, however, that markers of immune inflammation do not show exact correlation with degree of axonal damage, although changes in antibody profiles can be useful in predicting evolution to secondary progressive clinical type. That is why markers of neurodegeneration are just as important.

Markers of neurodegeneration are components of structures altered during the clinical attack of MS. The body fluid that reflects their level most accurately is the CNF. However, it is often inconvenient to use CSF, making it necessary to use blood as the more accessible material, although its proteome doesn’t reflect proteome of the CNS as accurate as CSF does.

One of such markers is NF-L – the light chain of neurofilaments constituting cytoskeleton of axons. NF-L is raised in a number of neurodegenerative diseases, reflecting axonal damage. There is also correlation between NF-L levels and exacerbation of the disease, and an increase in NF-L levels has been detected in patients with CIS prior to manifestation of MS. (3 years). In patients with MS it is also not uncommon to detect antibodies against neurofilaments – anti-nerofilament antibodies. The best studied marker is the main target of autoimmune reactions in MS – myelin basic protein (MBP). MBP is is one of the most abundant proteins of myelin, and is present in both central and peripheral nervous system. High levels of MBP have been shown to correlate with upcoming relapses of MS, as well as with the disease attaining the progressive clinical type. In combination with anti-MBP and anti-MOG antibodies, detection of fragments of MBP can be used for predicting relapses in the course of the disease (Huang et al., 2011). Another prognostic marker is acidic calcium-binding protein – a component of axons damaged during the course of the disease. Tau-protein – a cytoskeleton protein involved in formation of microtubules, is another marker of neurodegeneration. Changes in phosphorylation of the protein lead to impairment of axonal transport, and to formation of insoluble neurotoxic aggregates. In patients with MS, levels of abnormally phosphorylated tau-protein have a tendency to rise with time (Lincoln et al., 2009).

7. Conclusion

The pathogenesis of autoimmune diseases is a complex process, with both genetic and environmental factors playing equally important role. In genetically predisposed organisms, the key event promoting the start of autoimmune response is often infection, usually with a viral pathogen. There is a variety of specific patterns by which infections can contribute to autoimmunity. Those patterns were analyzed in the light of fundamental conceptions of autoimmunity. Also, models of infectious pathogens inducing autoimmune processes were discussed on the base of two autoimmune conditions: IDDM and MS, both of which seem to fit the introduced model.
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1. Introduction

Autoimmune disorders are known to affect a substantial number of people worldwide and in some cases may be fatal. They occur in the presence of unregulated inflammatory responses including failure in self-tolerance. Some unexplained disorders with immune compromises may demonstrate certain characteristics that suggest an autoimmune disorder including Chronic Fatigue Syndrome/Myalgic Encephalomyelitis (CFS/ME). CFS/ME remains an unsolved disorder with multiple symptoms and no single causative factor. These symptoms may include but are not limited to incapacitating fatigue, weakened short term memory or attentiveness, sore throat, tender cervical or axillary lymph nodes, muscle pain, severe headaches, impaired sleep and postexertional malaise. To date succinct and concise mechanisms that underlie this disorder have not yet being identified although, many hypotheses have been put forward. CFS/ME often occurs as a consequence of a post-infectious episode accompanied by compromises in the immune, endocrine and nervous systems. The sequences of these events have not being clearly identified. Importantly, immune deterioration in CFS/ME is related to heightened or suppressed cell function, differential gene expression, equivocal levels of immune cell numbers and protein secretion promoting adverse inflammatory activation. Both innate and adaptive immune system perturbations persist in CFS/ME. These characteristics are in many respects similar to mechanisms of disease in autoimmune disorders suggesting that the changes in immune response may develop from cellular and molecular changes in immune cells and proteins. We propose here that as the mechanism of CFS/ME may involve certain immunological factors that have been shown to be compromised in other autoimmune diseases, CFS/ME may in some cases have an autoimm-
2. Characteristics of CFS/ME

CFS/ME belongs to a class of unexplained disorders whose causal factor(s) remains to be proven. The prevalence rate of CFS/ME worldwide is 0.4-4% with a female to male ratio of 6:1 (Lorusso et al., 2009). A predominant characteristic of patients with this disorder is persistent debilitating fatigue. Apart from the debilitating and unrelenting fatigue, patients may also experience other symptoms which may include sore throat, headaches, post exertional malaise etc (Fukuda et al., 1994). A diagnosis of CFS/ME is affirmed if these symptoms have persisted for at least 6 months. To assist with correct diagnosis of CFS/ME patients, various diagnostic tools have been developed. Currently, most researchers prefer to use two definition criteria, the CDC and the Canadian definition, for assessing their patients.

Occurrences of disparities in immunological, neurological, endocrinological, cardiac and metabolic function have been reported among CFS/ME patients (Klimas et al., 2012). Although, these observations highlight the extent of physiological damage associated with CFS/ME, the findings are most often not consistent across studies thus posing doubt as to whether these reported disparities are associated with CFS/ME. Nonetheless, alterations in immunological function are the most consistent data associated with CFS/ME (Klimas et al., 2012). Important among them is the observation that CFS/ME patients have a significant decrease in cytotoxic activity (Brenu et al., 2010; Brenu et al., 2011; Fletcher et al., 2010; Klimas et al., 1990; Maher et al., 2005). Other factors such as cytokines also vary in CFS/ME patients in comparison to non-CFS individuals (Patarca, 2001). Thus considerable evidence exists to suggest that CFS/ME is an immune dysfunction disorder and therefore it may share homology with some autoimmune disorders.

Autoimmune disorders arise as a consequence of increased creation of pathological antibodies against self-antigens, in other words the body assumes a diseased state and therefore generates antibodies to attack self-cells and molecules. The result of this over active immune system is tissue damage and inflammation. Tissue damage may develop from elevations in antibody or cellular processes. Autoimmune disorders can either be systemic or organ specific, exemplified by the presence of autoantibodies, autoreactivity to autoantigens, loss in B cell tolerance, alterations in regulatory T cells (Treg) function, changes in T cell repertoire, genetic abnormalities or environmental agents (Davidson and Diamond, 2001). In most autoimmune diseases including Multiple Sclerosis (MS), autoimmune Rheumatoid Arthritis (RA) Systemic Lupus Erythematosus (SLE), and Autoimmune Diabetes (AID), disparities in immune cells such as neutrophils, Natural Killer (NK), T and B cells have been reported. Perturbations in the normal function of these cells are contributory factors to the mechanism of these diseases. Incidentally, these cells have also being described in CFS/ME. Hence, the purpose of this chapter is to describe the findings related to the above mentioned cells in
autoimmune disorders and relate these to CFS/ME. At present, a mechanism for CFS/ME remains to be identified. Exploring such parallels between CFS/ME and other autoimmune disorders may highlight components of the CFS/ME mechanism that may suggest an autoimmune profile and may serve as a platform for further research.

CFS/ME is known to affect both the innate and adaptive immune system. To date despite the numerous findings on the immune system there is still no definitive informative description on the extent and nature of damage to the immune system. However, the research on the innate and adaptive immune system has identified important irregularities in patients with CFS/ME.

3. The CFS/ME immune system

3.1. Innate immunity in CFS

The innate immune system comprises of cells such as neutrophils, monocytes, dendritic cells and NK cells. Using phagocytosis and cytotoxic activity these cells are able to elicit and effectively eliminate pathogens that invade the immune system. Most innate immune cells act as antigen presenting cells and also produce a variety of cytokines that are important in activation, proliferation and development of other immune cells. In CFS/ME, immune cell numbers and cytokines have been investigated and there is evidence suggesting equivocal levels of innate immune cells and reduced functional capacity of most immune cells including neutrophils and NK cells (Brenu et al., 2010; Brenu et al., 2011; Klimas et al., 1990; Maher et al., 2005). Neutrophils are phagocytic cells that mediate immune response against bacteria and other microbes while NK cells are responsible for early response against viral pathogens and tumour cells. NK cells release lytic proteins such as perforin and granzymes that effectively lyse these pathogens thereby preventing infections. In the presence of a compromised immune system involving a decrease in cytotoxic activity, these cells are not able to effectively clear viral pathogens. Reduced cytotoxic activity may in most cases increase susceptibility to viral infections among patients with CFS/ME. Similarly, alterations in the availability of lytic proteins, perforin and granzymes, among CFS/ME patients, may also affect the rate of cytotoxicity in NK cells in response to pathogen infiltration (Brenu et al., 2011; Klimas et al., 2012; Maher et al., 2005). Polymorphism in the NK cell receptors importantly the Killer-cell immunoglobulin-like receptors (KIR) family of receptors may also contribute to the reduced NK activity (Pasi et al., 2011). Compromises to neutrophil function in some CFS/ME patients affect their ability to lyse or clear bacterial pathogens owing to the lack of oxidative phosphorylation (Brenu et al., 2010). A similar mechanism may also exist among the monocyte/macrophages although, this remains to be determined. These findings highlight an inability of the immune cells in CFS/ME patients to eliminate viral, microbial and bacterial pathogens.

During infection there is an immediate immune response involving the release of cytokines such as interleukin (IL)-1α and β, IL-6, interferon (IFN)-α and tumour necrosis factor (TNF)-α by dendritic cells and monocytes (Borish and Steinke, 2003). The release of these cytokines
stimulates the production of cell adhesion molecules and chemotactic molecules that recruit innate immune cells to the sites of infection. There is currently no apparent consistency in the cytokine profile in CFS/ME, however, deficiencies in these cytokines may affect immune function at the innate level. Importantly, these proteins are responsible for recruiting adaptive immune cells and initiating adaptive immune cell responses.

3.2. Adaptive immunity in CFS/ME

The cells of the adaptive immune system include B and T cells. T cells can be sub-grouped into clonotype differentiation (CD)4+ and CD8+ T cells as they recognise peptides with MHCII and MHC molecules respectively. CD4+ T cells can be further subdivided into the T helper (Th) 1, 2, 17 and regulatory T cells (Tregs). CD8+ T cells are the main cytotoxic cells in the adaptive immune system while CD4+ T cells are producers of cytokines either pro or anti-inflammatory cytokines. The B cells are important for producing antibodies of various classes. Compared to the innate immune system, initialization of the adaptive immune response is a much slower immune response. Presentation of antigenic peptides via the MHC class I and II complex is an important step in the induction of adaptive immune response in particular T cell related responses (Visvanathan and Lewin, 2006).

The role of B cells in CFS/ME remains to be expounded. However, there are suggestions that in CFS/ME these cells produce equivocal levels of antibodies against various antigens contributing to the persistence of symptoms over long periods of time. Thus in CFS/ME, B cells may be impaired allowing infections to persist in the absence of efficient memory cells to exterminate pathological antigens. Alternatively B cell responses may be aberrantly self-reactive. T cell investigations in CFS/ME have mostly focused on cytokines and cytotoxic activity. Although, only few studies have directly investigated the status of CD8+ T cells (Benu et al., 2011), direct investigations of CD4+ T cells are yet to be undertaken in CFS/ME. Shifts in cytokines causing either a predominant anti- or pro-inflammatory immune profile occur in some cases of CFS/ME confirming perturbations in cytokines (Patarca, 2001). Other CD4+ T cell proteins such as FOXP3 are elevated in CFS/ME which may signal an over reactive Treg profile (Benu et al., 2011). A potential over reactive Treg profile may affect the function of other immune cells and this may be important in understanding the CFS/ME immune profile.

4. Cells, cellular process and proteins in autoimmune diseases

4.1. Neutrophils in autoimmune diseases

Neutrophils are innate immune cells derived from common myeloid progenitor cells in the bone marrow (Eyles et al., 2006). Neutrophils are important in defending the body against antimicrobial pathogens in the presence of various receptor recognition pathways. Activated neutrophils contain factors that are released into the phagosome during pathogen infiltration these include azurophilic, explicit or secondary, gelatinase granules and secretory vesicles (Nathan, 2006). Derivatives of these neutrophil compartments are discharged via
degranulation causing destruction of microbes, modifications in cytokines, chelation of microbial nutrients and heightened sensitivity to inflammatory response (Nathan, 2006). Reactive oxygen species are also generated via oxidative phosphorylation in the neutrophil phagolysosome to ensure effective clearance of pathogens.

Neutrophil function is altered in autoimmune diseases such as AID, MS, RA and SLE (Nemeth and Mocsai, 2012). In RA, considerably high levels of neutrophils are present in the synovial fluid of the diseased joints and cartilage interface (Mohr et al., 1981). These neutrophils are highly active and may be responsible for the release of IL-1β or IL-8 into the synovial fluid thus causing inflammation in the joint (Edwards and Hallett, 1997). Autoantibody mediated RA can be induced by neutrophils through the production of LFA-1, C5aR and FcγR which are essential for the migration of autoantibodies into the joint (Binstadt et al., 2006). This was confirmed by the observation that removal of neutrophils from the joint terminated the amassing of autoantibodies in the joint (Wipke et al., 2004). Highly reactive neutrophils in RA synovial fluid generate unwarranted amounts of reactive oxygen species (Cedergren et al., 2007).

IFN-α and neutrophils are among the key mediators of immune dysfunction in SLE patients. IFN-α is highly prevalent in the circulation of patients with SLE (Decker, 2011; Lindau et al., 2011). Neutrophil traps have been proposed to cause significant activation of dendritic cells while neutrophil antimicrobial peptide, LL37, in circulating DNA also stimulates plasmacytoid dendritic cells which sequentially release IFN-α (Lande et al., 2011). Neutrophil extracellular traps (NET) are formed during netosis (a form of neutrophil death) and this is responsible for the death of microbes under normal immune conditions (Warde, 2011). However, in SLE, impairments in NETs, may be attributed to DNase I inhibitors such as G-actin or mutations in the DNase I enzyme (Bosch, 2011; Yasutomo et al., 2001). Persistency of microbe infiltration and tissue damage in SLE results from weakened neutrophil phagocytosis, thus, suggesting an increased rate of infection and a failure to recognise pathogens for destruction (de la Fuente et al., 2001). Oxidative burst may also be reduced in SLE demonstrating a failure in complete clearance of pathogens (Marzocchi-Machado et al., 2002). The presence of reactive oxygen species is protective especially in AID as it prevents the destruction of β cells (Chen et al., 2008).

Neutrophils in mice model of AID are able to permeate the pancreas due to stimulatory signals from FasL facilitating entry of the neutrophil into the islets (Savinov et al., 2003). In humans, impairments in neutrophil oxidative burst have been confirmed in AID (Marhoffer et al., 1993). Additionally, the expression of certain receptors on the cell surfaces of neutrophils such as CD11b and CD18 are increased suggesting increased activity of these cells as confirmed in mice models of AID (Grykiel et al., 2001). Deterioration in neutrophil function increases the likelihood of pathogenesis and prevalence of infections. The presence of high incidence of TNF receptors such as sp55 and sp75 is indicative of substantial neutrophil priming in MS patients in particular those with RRMS (Ziaber et al., 1999). (Naegele et al., 2012). This may be related to increased neutrophil oxidative burst in RRMS (Ferretti et al., 2006). Similarly most MS patients demonstrates increased amounts of NETs in the serum and this is indicative of a severe pathological episode (Logters et al., 2009). Other abnormali-
ties of neutrophils in MS include heightened levels of IL-8, TLR2, degranulation, impediment in apoptosis (Naegele et al., 2012).

In CFS/ME, neutrophils have been reported to be highly susceptible to apoptosis in the presence of increased incidence of TNFR1 (tumor necrosis factor receptor 1) and TGFβ1 (Transforming growth factor beta 1) (Kennedy et al., 2004). Deregulation in neutrophil function may however arise as a consequence of decreases in oxidative phosphorylation while recognition of pathogen by neutrophils remains unaffected (Brenu et al., 2010). Although, neutrophil related cytokines have not been formally associated with increasing levels of neutrophils, low levels of IL-8 have been observed in CFS/ME patients (Fletcher et al., 2009).

4.2. Natural killer cells in autoimmune diseases

NK cells are primarily responsible for the lysis and destruction of viral infected and tumour cells and they also produce an array of cytokines (Caligiuri, 2008; Vivier et al., 2008). They are distinguished from other lymphocytes by the expression of CD56 (Neural Cell Adhesion Molecule) and CD16 (Fragment Crystallisation Gamma Receptor III (FcγRIII)) surface molecules (Farag et al., 2002). Thus NK cells can be classified into two main subtypes, CD56dimCD16positive and CD56brightCD16negative NK cells which are highly cytotoxic and producers of cytokines respectively (Caligiuri, 2008; Farag et al., 2002). NK cells execute cell death or cytotoxicity against other infected cells via granule independent and dependant pathways. The granule dependant pathways require lytic granules, perforin and granzymes, for cytotoxicity (Bryceson et al., 2006).

NK cells have been found to be decreased in some autoimmune diseases including SLE and RA (Schleinitz et al., 2010). Reduced numbers in NK cells are normally correlated with a decrease in cytotoxic activity (Park et al., 2009; Yabuhara et al., 1996). In AID NK cells have been noticed in pancreatic islets thus they may be involved in obliterating pancreatic beta cells (Willcox et al., 2009). IFN-γ producing NK cells are densely populated in the synovial fluids of the inflamed joint (Aramaki et al., 2009; Dalbeth and Callan, 2002). The presence of high levels NK cells especially the CD56 phenotype can influence prolonged joint inflammation as they foster the prevalence of monocyte derived dendritic cells in the inflamed joint (Zhang et al., 2007). These cells encourage pro-inflammatory immune response by increasing the generation of Th1 cells and cytokines in the joint. NK cells can also influence macrophages to become lethal contributing to abnormal immune responses (Nedvetzki et al., 2007). In some autoimmune disorders variations in KIR genes are associated with disease presentation. A reduced expression of inhibitory KIRs occurs in type 1 diabetes (van der Slik et al., 2007), while the expression of certain genotype combinations increases susceptibility to certain autoimmune diseases including psoriatic arthritis (2DS1/2DS2 and HLA-Cw), systemic sclerosis (2DS2/2DL2- and 2DS1/2DS2-) and SLE (2DS2/2DS2-) (Momot et al., 2004; Pellett et al., 2007). Similarly, polymorphism in the FcγRIIIa in SLE affects antibody dependent cellular cytotoxicity (ADCC) thus suggesting a role of CD16 subsets of NK cells as a potential contributory factor to atypical NK function (Jonsen et al., 2007). NK cell activity is reduced in MS, however, this may fluctuate as the disease progresses (Benczur et al., 1980; Kastrukoff et al., 1998). Similarly, the levels of NK cells in MS are significantly reduced in
comparison to non-MS patients (Munschauer et al., 1995). Experimental models of MS, EAE, have demonstrated that removal of NK cells substantially worsens the disease while restoration of NK cell numbers decreased the MS symptoms (Zhang et al., 1997). Components of cytotoxic function such as TRAIL and perforin may be affected in MS contributing to the decreases in cytotoxic activity (Hilliard et al., 2001).

NK cells in the tissues of some autoimmune diseases have similar characteristics to those in the periphery (Park et al., 2009). The morphology of NK cells in tissues of CFS/ME patients is unknown. In CFS/ME patients, genetic variability has been shown in the KIR alleles, increased levels of KIR3DS1 and a lack of KIR2DS5 with an absence of HLA-Bw4Ile80 on KIR5DS1 and KIR3DL1 in CFS/ME patients is possibly associated with the reduced activity and ineffectiveness of NK cells to clear pathogens (Pasi et al., 2011). The importance of NK cells in both immune and physiological function is highly prolific as their interactions with both immune and non-immune cells are vital for disease clearance and health. Hence, interaction between NK cells and dendritic cells regulates the production of immature dendritic cells, maturation of dendritic cells and the proliferation of NK cells (Della Bella et al., 2003).

4.3. B cells and autoimmune diseases

B cells are fundamental cells of the adaptive immune system, they can be categorised into plasma B cells, B effector 1, B effector 2 and regulatory B cells (Mauri, 2010). B cells act as antigen presenting cells and are the main source of an array of immunoglobulins (Jonsen et al., 2007). The source of most autoantibodies in most autoimmune diseases is from the B cell (Stevenson and Natvig, 1999) hence, B cells are pathogenic (Edwards et al., 1999). Autoantibodies can exacerbate autoimmune states by activating autoreactive T cell reactions, however, under normal immune conditions they are responsible for the removal of dead cells and reducing autoantigens (Shlomchik et al., 2001). Additionally, pro-inflammatory cytokines such as TNF-α, IFN-γ and IL-12 and anti-inflammatory cytokines IL-4 and IL-13 are secreted by B effector 1 and 2 cells respectively (Harris et al., 2000). In humans three important B cell tolerance check points have been described including central, peripheral and an undefined check point. The central check point is described as the point of substantial decrease in self-reactive and poly reactive B cells in immature B cells, the peripheral check point is the point of obliterating auto-reactive B cells and the final check point denotes a considerable decline in auto-reactive B cells in naïve and IgM memory B cells (Pillai et al., 2011). Alterations in these check points contribute to autoimmunity (Menard et al., 2011; Samuels et al., 2005b). Another type of B cell, regulatory B cells (Bregs), has been shown to contribute to autoimmunity. The exact source of these Bregs remains to be determined however, they have been characterised as B cells with high expression of CD1d and predominant secretors of IL-10 (Yanaba et al., 2008). In mice models of autoimmunity, these cells may be responsible for the induction of Foxp3 Tregs, suppression of inflammation, and induction of Th1 and Th17 CD4+ T cells (Carter et al., 2011). In humans Bregs can be distinguished from other cells via the expression of CD19+CD24hiCD38hi with high levels of CD1d, CD5+ and IL-10 (Blair et al., 2010; Sims et al., 2005). In many autoimmune diseases, these cells are ineffectual when compared to those from healthy participants.
In SLE, the presence of autoantibodies suggests a disruption in B cell central tolerance (Yurasov et al., 2005). Similarly, gene rearrangement and alterations in somatic hypermutation occurring during the development of memory B cells are frequently imprecise thus encouraging the development of autoantibodies (Cappione et al., 2005). Peripheral tolerance may be impaired as a consequence of mutations in the VH gene rearrangement for anti-DNA antibodies (Zhang et al., 2008). A high level of plasma B cells with excessive levels of HLA-DR is associated with SLE confirming defects in B cell negative selection (Odendahl et al., 2005).

The existence of additional abnormal memory cells in SLE such as CD27+ B cells and CD27-/IgD-B (Dorner et al., 2009), may strongly influence immune function by suppressing immune activation (Tiller et al., 2007). Memory B cells in SLE are therefore class switched and highly activated thus they respond to stimulation from IL-21, IL-10, BAFF, BCR and TLR ligands (Jacobi et al., 2008).

The precise mechanism of B cells in RA is not clearly understood however, B cell therapies have shown that depletion of B cells effectively reduces the severity of RA (Menard et al., 2011). Nonetheless, a plausible cause for the pathogenesis of B cells in RA may be attributed to flaws in early B cell development (Meffre and Wardemann, 2008; van Vollenhoven, 2009). Defective selection during VDJ recombination in the bone marrow and in the periphery facilitates the existence of autoreactive B cells overriding the selection criteria at the tolerance check points (Samuels et al., 2005a). In RA, a predominant cytokine that provokes the existence of severe inflammatory responses is the TNF-α, TNF-α alters the predominance of naïve and memory B cells however, following anti-TNF-α therapies adequate levels of memory B cells and naïve B cells were restored (Anolik et al., 2008; Menard et al., 2011; Sousto-Carneiro et al., 2009).

B cells with characteristic CD19+CD27+CD38-CD138- and CD19+CD38+CD138+ (plasmablasts) markers and others with a short life are found in the cerebrospinal fluid (CSF) of MS patients with progressive symptoms (Cepok et al., 2001; Cepok et al., 2005; Pascual et al., 1994). These CSF related B cells are largely responsible for inflammatory reactions in MS (Kuenz et al., 2008). Peripheral B cells are characterised by the expression of CD19+CD27+ and these are mostly naïve B cells (Cepok et al., 2005; Corcione et al., 2004). IgG molecules with oligoclonal patterns are abundant in the synovial fluid and these cells stimulate complement activation (Silverman and Carson, 2003). The pathogenesis of B cells in MS ensues from high levels of chemokine such as CXCL13 in active lesions sites, CSF and intrameningeal follicles (Franciotta et al., 2008). CXCL13 is regulated by B cells during the formation of lymphoid organogenesis resulting in the formation of ectopic lymphoid tissues (Barone et al., 2008). Dyregulation of B cells permits the survival of certain viruses such as EBV which has been linked to the central nervous system (CNS) infection in MS (Opsahl and Kennedy, 2007). In such cases the presence of EBV infected B cells promotes the persistence of EBV in the brain (Buljevac et al., 2005).

B cells are the principal source of autoantibodies in AID, these cells are also implicated as pancreatic regulators (Marino and Cosentino, 2011). Similar to MS depletion of B cells can be effective in reversing the symptoms of autoimmune diabetes. The presence of B cells results in the destruction of the β cells thus their deletion prolongs the life of the β cells (Xiu et al.,...
2008). Different subsets of B cells have been found in AID, in comparison to the non-AID individuals these cell numbers deviate from the norm (Marino et al., 2008; Noorchashm et al., 1999; Tian et al., 2006).

In CFS/ME an in-depth study into the various subsets of B cells remains to be described. This may be important in deciphering the concept of compromised immune mechanisms in CFS/ME. In some studies depletion of B cells in patients with CFS/ME led to a substantial improvement in CFS/ME (Fluge et al., 2011; Fluge and Mella, 2009). Improvement in health following B cell depletion has been noticed in cases of MS and RA this presupposes that in CFS/ME there may be a possible defect in the B cell tolerance check point thus increasing the likelihood for errors during positive selection and rearrangement of the VDJ recombination repertoire. Therefore, only cells that are required for the formation of auto reactive B cells may be selected. Hence, depletion of these B cells may effectively improve the health status of the CFS/ME patients. This has not being confirmed however, future studies may be important in identifying the exact role of B cells in CFS/ME patients. Additionally, B cells and T cells interact with each other to assist in mutual activation. Thus, interference in the normal function of these cells may affect the responses that are communicated to the T cell and possibly initiate the presence of autoreactive T cells. B cell memory is a highly important mechanism for regulating subsequent infections and immune responses, in MS, failure in this mechanism has severe consequences on the CNS function as EBV infected B cells have been known to thrive in MS. Nonetheless, changes in the formation of B cell memory suggests a possible genetic predisposition and these need to be investigated in CFS/ME.

4.4. Regulatory T cells and autoimmune diseases

Regulatory T cells (Tregs) of the immune system can be grouped in to CD8+ Tregs or CD4+ Tregs. However, for the purposes of this chapter the focus will be on the CD4+ Tregs which have received much attention in autoimmune diseases currently being reviewed in relation to CFS. IL-3, IL-4, IL-7, IL-15, TGF-β and CD28 are important for the development, proliferation and thrive of Treg cells (Josefowicz et al., 2012). Treg profiles in a number of autoimmune disorders maybe perturbed resulting in hypo or hyperactive state in suppression. Deficiencies in Treg suppressive function may ensue from a lack in the expression of certain surface molecules such as CD39, CD95, cytotoxic T lymphocyte antigen 4 (CTLA4) and lymphocyte activation gene 3 (LAG3) (Sakaguchi et al., 2010; Schmetterer et al., 2012; Schmidt et al., 2012). Most autoimmune diseases are characterised by decreases in the function of Tregs with equivocal levels of Tregs in the tissues and periphery (Buckner, 2010).

Most of the studies on Tregs in autoimmune disorders were performed using mice models of increased susceptibility to autoimmune diseases. The state of Tregs in humans is not fully known and animal models have highlighted some important aspects of Treg function in autoimmune disorders. For example in AID, Treg cells and Foxp3 expression Tregs from NOD mice are more likely to be decreased (Clough et al., 2008; D’Alise et al., 2008; You et al., 2005). Incidentally, some patients with AID demonstrate a significant decrease in peripheral CD4+CD25+Tregs while others have shown no difference in CD4+CD25hi, CD4+FOXP3+CD45RO+, CD4+FOXP3+CD45RA+ Treg cells or FOXP3 when compared with
non-diabetics (Putnam et al., 2009). Nonetheless, it is thought that discrepancies in Treg function in AID patients may be as a consequence of poor IL-2 function (Bluestone et al., 2008). In the periphery, IL-2 has been shown to be a necessary factor in the survival and maintenance of Tregs while CD28 is important for Treg proliferation (Fontenot and Rudensky, 2004). In mice deficient in CD28, the lack of Tregs led to the progression of autoimmune diabetes, however, adoptive transfer of Tregs into the NOD mice confers protection against AID thus indicating that the presence of Tregs is necessary to guard against diabetes (Salomon et al., 2000).

The mouse model of MS, EAE, has confirmed an involvement of Tregs in the pathogenesis of MS, in these mice depletion of Tregs is a hallmark of EAE (Kohm et al., 2003). In CNS of highly developed MS patients the ability of Tregs to regulate inflammatory processes is impaired (Venken et al., 2008a; Venken et al., 2008b). Reduced FOXP3 expressing Treg cells in MS is more common in patients with relapsing remitting MS (Huang and Elferink, 2005; Venken et al., 2006) and treatment with IFN-β normalized the Tregs levels as it caused an increase in the number of CD4^CD25^Foxp3 Tregs (Chen et al., 2012). Similarly, CD39^-Tregs are reduced in patients with relapsing-remitting MS (Borsellino et al., 2007). These cells are necessary for the abrogation of Th17 cells in MS patients hence a reduction in these cells promote inflammatory reaction related to IL-17 (Fletcher et al., 2009). In the CNS however, Treg cells are elevated in the CSF (Feger et al., 2007). Defective Tregs cells in MS is characterised by an inability of these cells to suppress the proliferation and production of cytokines such as IFN-γ by Th1 cells (Costantino et al., 2008). It has been suggested that this may be linked to decreases in subsets of Tregs such as the CD4^CD25^hi Tregs (Costantino et al., 2008). Similarly in MS patients IL-10 production by the Tr1 subset of Tregs is dysfunctional (Astier et al., 2006). MS patients may present with decreased CD127^-FOXP3^- Tregs (Costantino et al., 2008). Although, levels or numbers of Tregs are more likely to differ between patients, there are consistent irregularities in the suppressive capacity of these cells in MS. A hypo-suppressive Treg state transpires in the presence of decreases in IL-10 (Martinez-Forero et al., 2008).

In SLE, equivocal evidence exists for the changes in the levels of Tregs this may be related to inaccuracies in the methodology. Natural Tregs and FOXP3 Tregs in SLE have been shown to be decreased in number (Crispin et al., 2003; Lee et al., 2008; Lee et al., 2006; Miyara et al., 2005). Peripheral CD4^CD25^hi Tregs in SLE are reduced and this correlates with a substantial insufficiency in function and an increased expression of CD69 and CD71 (Bonelli et al., 2008). In the active form of SLE, Tregs are less suppressive and show an inability to produce efficient cytokines the opposite occurs in the dormant SLE (Valencia et al., 2007). Impairment in Treg function may occur as a result of IFN-α producing APCs, CD95 apoptosis and diminishing levels of IL-2 (Katsiari and Tsokos, 2006). Similarly, the observation of defective CD4^CD25^- Tregs or a reduced number of these cells in the lymph nodes and other areas may be due to susceptibility to Fas related apoptosis (Okamoto et al., 2011). TGF-β is necessary for the peripheral generation of CD4^CD25^-Tregs incidentally their reduction may be linked to reduced levels of these cytokines in the serum in particular in patients with active SLE (Xing et al., 2012).
Treg numbers in peripheral circulation of patients with RA are also inconsistent (Boissier et al., 2009). In the synovial fluid there are uniformities in the data describing the presence of Tregs which generally tends to be high in RA patients (Cao et al., 2003), however these Tregs may not be able to effectively suppress the generation of anti-inflammatory IFN-γ and TNF-α (Leipe et al., 2005). Similarly, CTLA4 signalling in Tregs is ineffective in RA (Fiocco et al., 2008). Other factors may influence the ability of Tregs to confer suppression in the synovial fluid, mainly, the presence of macrophages in the joint resulting in excessive levels of TNF-α, IL-6 and IL-7. Synovial fluids enriched in these cytokines have an altered Treg suppressive function (Pasare and Medzhitov, 2003). High levels of FOXP3 Tregs have been found in the inflamed synovial fluid compared to the peripheral blood in RA (Jiao et al., 2007).

RA is the only disease where an apparent increase in FOXP3 expressing Tregs has been confirmed, this is consistent with what we have found in our CFS/ME patients where FOXP3 expression was higher in the periphery (Brenu et al., 2011). In CFS/ME inflamed sites may appear in the periphery and the CNS thus explaining the presence of high levels of FOXP3 in the periphery. Incidentally, the exact function of these cells in the CFS/ME patients is yet to be determined. In MS, Tregs may remain unchanged while their suppressive function on other cells and cytokine proliferation in particular the pro-inflammatory cytokines is dysfunctional. A similar mechanism may occur in CFS/ME thus likely contributing to the pathogenesis of this disease.

4.5. Immune related proteins in autoimmune diseases

Cytokines and chemokines are soluble proteins with an involvement in inflammatory reactions as they can either be pro or anti-inflammatory or both. They can also be cytotoxic to certain cells and tissues. CD4+T cells are the predominant producers of both anti and pro-inflammatory cytokines. Th1 cells produce IL-2 and IFN-γ and are therefore pro-inflammatory while Th2 cells are anti-inflammatory as they produce IL-4, IL-5, IL-10 and IL-13 (Zhou et al., 2009). The pathogenesis of most autoimmune diseases incorporates changes in these inflammatory molecules with augmented levels of these cytokines observed in the periphery and in certain tissues. For example diseases such as RA, SLE and MS are characterised by a predominant Th1 immune profile.

IL-23, IL-17 and IL-27 are the most dominant cytokines in RA as they are necessary for inflammation in the joints (IL-23), osteoclastogenesis formation (IL-17) and activation of pro-inflammatory reactions due to a diminished amount of IL-27 (Baek et al., 2012). The mechanism of cytokine production during RA and other autoimmune diseases may rely heavily on a number of factors such as disease onset, severity, inflammatory state and source of cytokines. RA patients with severe cases of inflammation are known to have high mRNA levels of STAT1 and its associated genes suggesting that disease severity affects the pattern of cytokines in RA (Gordon et al., 2012). RA patients with an early incidence of synovitis express high levels of IL-1, IL-2, IL-4, IL-13 and IL-15 while premature RA results in substantial quantities of IL-2, IL-4, IL-13, and IL-17 in the synovial fluid (Arend, 2001; McInnes and Schett, 2007; Raza et al., 2005). Characteristically high levels of TNF-α, IL-1β, IL-6, IL-13 and IL-15 are found in the serum (Yilmaz et al., 2001). The profile of cytokines in
RA suggests a shift towards a predominant anti-inflammatory response as a consequence of elevated levels of Th2 derived cytokines IL-4 and IL-13 (Wong et al., 2000). Other cytokines including anti-inflammatory IL-10 and IL-20, and pleiotropic IL-7 may be implicated in the pathogenesis of RA (Katsikis et al., 1994; Kunz and Ibrahim, 2009).

Insulitis lesions in AID provoke inflammatory responses and the recruitment of T cells and islet-infiltrating macrophages (Eizirik et al., 2009). These cells produce cytokines that affect insulin levels in patients (Rabinovitch, 2003; Rabinovitch and Suarez-Pinzon, 2003). Suppression of insulin synthesis, secretion and destruction of β and α cells occurs in the presence of cytokines such as IL-1, IFN-γ, TNF-α and TNF-β (Mandrup-Poulsen et al., 1990; Rabinovitch et al., 1993). β cells may indirectly stimulate autoreactive T cells via the production of IFN-α during stress while T cells may stimulate IFN-γ which in turn penetrate the islets and cause their destruction (Chakrabarti et al., 1996; Stewart et al., 1993). Similarly increase in the expression of MHCI and Fas increases the likelihood for the destruction of β cells by CD8+ T cells (Itoh et al., 1993). In serum samples, high levels of Th1 related cytokines have been observed in autoimmune diabetes with no changes in the levels of Th2 cytokines. Contrarily, Th2 cytokines have been shown to be decreased in other patients following activation of peripheral blood mononuclear cells (Kallmann et al., 1997; Rapoport et al., 1998). The levels of cytokines in autoimmune diabetes are discordant across studies and this may be related to factors such as disease severity, and the source of the cytokines.

In MS, cytokines are responsible for the oligodendrocyte cell death, axonal degeneration and neuronal impairments (Bjartmar and Trapp, 2003; Bjartmar et al., 2003; Lucchinetti et al., 2000; Wujek et al., 2002). The most prominent cytokine in MS is IFN-γ which is elevated both in MS and in the experimental condition, EAE (Ferber et al., 1996). In EAE mice IFN-γ is usually expressed in the CNS during the initial manifestations of MS and increases progressively with disease causing advancement in demyelination (Begolka et al., 1998; Issazadeh et al., 1995). In the absence of IFN-γ, EAE is not obliterated as there is evidence to suggest an increase in severity in mice depleted of IFN-γ (Hassani et al., 1999). Although, IFN-γ may have a deleterious role in EAE it may be necessary for the regulation of other inflammatory activities, deletion of certain components of IFN-γ such as STAT4 prevents the occurrence of EAE (Chitnis et al., 2001). Different classes of MS may differ in their cytokine pattern, for example, IFN-γ and IL-10 are elevated in RP and SP but not in PP MS patients (Balashov et al., 2000). The presence of TNF-α in the CNS of EAE mice is an indication of severe infiltration and inflammation in the spinal cord and oligodendrocyte cell death (Selmay and Raine, 1988).

A number of cytokines have been implicated in the pathogenesis of SLE including IL-6, TNF-α, IFN-γ, IL-2, IL-21 and IL-17. Serum levels of IL-6 are elevated in SLE patients this is linked to the presence of hyperactive B cells and a high incidence of autoantibodies (Linker-Israeli et al., 1991; Tackey et al., 2004). Similarly CSF levels are higher in SLE patients compared to non-SLE individuals (Alcocer-Varela et al., 1992). The presence of abnormal levels of IL-6 in SLE can have systemic effects as IL-6 is a highly inflammatory cytokine. IFN-γ mRNA and serum levels are known to be increased in SLE suggesting an increase in IgG (Csiszár et al., 2000). Similarly, susceptibility to SLE is linked to polymorphism in the IL-21
and its receptor, and in the serum increased secretions of IL-21 are noticed (Sawalha et al., 2008). IL-17 secretions by cells in the plasma and serum are also noted to be increased in SLE (Crispin et al., 2008; Wong et al., 2008; Yang et al., 2009). Elevations in pro-inflammatory cytokines in SLE are important indicators of significant inflammations. Deficiencies in IL-2 occur in SLE and this is possibly linked to over activation of B and T cells (Ohl and Tenbrock, 2011). Importantly IL-2 is a necessary factory in the Treg development and function and increased levels of IL-17 (Brandenburg et al., 2008; Laurence et al., 2007).

In CFS/ME, the cytokine profiles differ from one study to another and this may be due to other factors such as age of onset and severity or cell and tissue specific cytokines. However, it is most likely that the cytokine pattern in CFS/ME resembles that of the above described autoimmune diseases where the cytokines implicated are mainly IL-2, IL-4, IL-10, IFN-γ and TNF-α. An in-depth examination of these cytokines is necessary for establishing a definitive mechanism for CFS/ME. Governance of pro-inflammatory over anti-inflammatory or vice versa has been reported in CFS/ME (Patarca et al., 2001) and this has been observed in RA and MS hence, it is possible that in RA and MS the inflammatory status of cytokines is attributed to the diseases.

5. Therapy

Currently there are no definitive therapeutic drugs for CFS/ME although current trials with rituximab may be effective in reducing the symptoms of CFS/ME. Other strategies such as cognitive behavioural therapies have being used in CFS/ME. The present immune dysfunction in CFS/ME shares similarities with certain disorders where significant improvement has been observed following administration of certain drugs. Hence, CFS/ME patients may benefit to some extent from similar therapies.

Glatiramer acetate has been shown to be effective in dampening the atypical immune response in MS (Arnon et al., 2009). Significant improvement in NK cell cytotoxic activity and cytokine secretion occur following glatiramer acetate intake in MS patients (Schrempf et al., 2007). Similarly, the use of phosphodiesterase inhibitors may be important in modulating Treg function in CFS/ME patients. These inhibitors are known to enhance the presence of cAMP resulting in the induction of cytokines that regulate the immune response (Folcik et al., 1999). B cell depletion therapies in CFS/ME may likely be essential as patients administered with substances such as Rituximab demonstrate significant improvement in health (Levesque et al., 2008). Although the cause of CFS/ME remains to be determined there are suggestions that CFS/ME may arise following viral infections. Therefore, failure to effectively clear the viral infections and subsequent infections in CFS/ME may arise as a consequence of low levels or abnormal memory cells. Rapamycin an inhibitor of mTOR may be essential in promoting the presence of memory cells in CFS/ME, in particular, the memory T cells (Araki et al., 2010).

The exact role of these drugs in CFS/ME has not being investigated and whether these treatment strategies may be useful in CFS/ME remains to be determined. It may be necessary to
administer some of these drugs in combinations to ensure effective improvement in immune related responses.

6. Conclusion

CFS/ME shares certain parallels with a number of autoimmune diseases as described above, these similarities include decreases in oxidative phosphorylation, reduced NK cytotoxic activity, defects in B cells and equivocal levels of cytokines. NK cytotoxic activity is the most common immunological impairment in CFS/ME and the aforementioned autoimmune disorders. Although, disease presentation in each case is dissimilar to CFS/ME there are certain characteristics that seem to be present in CFS/ME and in each of the autoimmune diseases described above.

It is evident that most autoimmune diseases demonstrate equivocal levels of immune cell numbers however, in terms of the functional profile of most cells there is consistent confirmation for alterations in the activation or functional capacity of immune cells. The differences in relation to different cell numbers and phenotypes may be related to the severity or the stage of the disease, therefore, patients in the latent phases may differ in the relative numbers of immune cells in comparison to those in the early stages of the disease. Additionally, in the active state, most autoimmune diseases are characterised by high number of abnormal cells and relatively low levels of normal cells in comparison to the inactive state. Although, in CFS/ME these observations remain to be confirmed, it is thought that fluctuations in cell numbers may occur during periods of less severe symptoms that is, a substantial increase in wellness and periods of worsening symptoms. Thus, in these instances the production and generation of immune cells may differ while a substantial decrease in function still persists. Incidentally, in CFS/ME lymphocyte phenotypes have not been successfully associated with the disease presentation and this is also true of most autoimmune diseases where changes in the levels of lymphocyte phenotypes did not explain the decrease or increase in function. These findings therefore suggest that with regards to autoimmune diseases a standard assessment of leukocyte phenotypes may not necessarily explain the mechanism.

Importantly, almost all autoimmune diseases have an association with reduced cytotoxic activity and decreases in neutrophil function. Suggesting that CFS/ME may have a potential to be described as autoimmune, as this is the only consistent immunological abnormality associated with CFS/ME. A loss or a reduced function in NK cells seems to occur both in the periphery and tissues. Tissue specific NK activity has not being reported in CFS/ME however, it may be interesting to investigate NK function in other tissues and to determine whether a similar profile is observed as in other immune diseases. Nonetheless the findings from immune function in CFS/ME including reduced NK cell cytotoxic activity, low lymphocyte response to mitogenic stimulation and deficits in immunoglobulins are indicative of immune deficiency. Treg function and FOXP3 expression patterns in CFS/ME are consistent with some RA patients, however Treg suppression is more often decreased in autoimmune diseases. A plausible explanation for these differences relates to the observation that Treg func-
tion is inextricably linked to cAMP metabolism and compromise of neuropeptides such as vasoactive neuropeptide function in some tissues. This may produce impaired cAMP synthesis. Hence, Treg function may be increased to compensate, as they are known that cAMP is directly transferred from Tregs to other cells. Nonetheless, further validatory studies are required to confirm these observations that we have observed in previous studies.

It is important to note that despite the inconsistencies in these autoimmune diseases mentioned above they all have a well established mechanism of action. However, in CFS/ME a mechanism for disease presentation is unknown. This is the biggest confounding factor in the study of CFS/ME, hence, it is very difficult to understand the nature of the disease and propose logical conclusions to explain the disease presentation and symptom profile.
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1. Introduction

Autoimmune diseases are systemic and organ–specific inflammatory conditions involving a cell-mediated immune response against self tissues. Whilst it is known that they are characterized by autoantibodies in both the systemic fluid and tissues [1, 2], the detailed aetiology and pathogenesis of auto-immune diseases are still poorly understood [3, 4]. These types of diseases occur when self molecules, often unknown antigens (auto-antigens), are seen by the immune system as non-self and are thereby attacked immunologically by the production of autoantibodies against them. In this process, the immune system mistakenly reacts with the body’s own cellular gears as if they were foreign antigens. The clinical presentations of autoimmune diseases vary with the disease course and delay in diagnosis as well as inappropriate therapy, increases tissue damage [3, 5].

Inflammatory arthritis (IA), an autoimmune disorder of the joint tissue, is characterised by influx of white blood cells in the joint fluid. The disease often progresses to articular destruction, joint ankylosis (stiffness of the joint) and functional disability [3]. IA is a chronic disease, persisting as it often does for a long time, and some forms of the condition are systemic affecting many tissues and organs other than the joint and skin. IA is a significant cause of disability in those over fifty-five years of age, and is among the leading conditions restricting an individual’s capacity to work. The healthcare, socio- and pharmaco-economic challenges of IA are significant. The most important issues for healthcare include: i) recognition and establishing an early diagnosis for disease; ii) identification of patients who are likely to develop a worse prognosis; iii) predicting and selecting therapies to which patients will respond; and, iv) understanding the balance between limited healthcare resources and the expensive disease modifying anti-rheumatic drugs (DMARDs) [3].
There has been much excitement about the potential of the omics technologies to deliver novel biological markers (biomarkers) of sufficient discriminatory power that they could herald an era of personalised medicine [6]. Personalized medicine being a medical approach that customizes healthcare; tailoring decision to individual patients based on genetic, proteomic or other information. Accurate prediction is essential for personalized medicine to ensure that therapy is given to those individuals who are likely to develop worse prognosis [7]. More specifically, the application of proteomics (the study of proteins), has been suggested to hold special promise for the discovery of clinically useful biomarkers [6, 8]. Biomarkers are characteristics that can be measured or evaluated to indicate a normal biologic process, a patho-physiologic condition, or a pharmacologic response to therapy. Biomarkers are also defined as measurable variables of how a patient feels or functions. [9, 10]. Proteomics is extremely powerful for both biomarker discovery and for the investigation of biochemical processes involved in diseases. At its most straightforward, proteomics involves the comprehensive determination of protein expression levels and hence enables pathway determination of cellular processes [11]. Several proteomic approaches have been applied to the investigation of autoimmune disorders including (i) autoantigen and biomarker discovery by 2-dimensional gel electrophoresis (2-DE) based separation of proteins and subsequent protein identification by mass spectrometry; (ii) protein microarrays for the characterisation of antibody responses; (iii) reverse phase protein arrays to analyze protein phosphorylation (iv) antibody array technologies to profile cytokines and other biomolecules; and (v) flow cytometric analysis of phosphoproteins [2, 3].

Here we review the role of autoimmunity in IA with emphasis on disease aetiology, pathogenesis, existing biomarkers, assessment of disease activity, autoantibodies capable of predicting disease outcomes and latest therapies. We then outline the application of proteomics to the discovery of protein biomarkers in rheumatoid arthritis. The processes and challenges involved in validating potential biomarkers and developing them to laboratory tests of clinical utility are also summarised. Finally, we discuss some future directions in protein biomarker research in IA that may support personalised medicine for this autoimmune disease.

1.1. Inflammatory arthritis: An autoimmune disorder

Inflammatory arthritis is an autoimmune disease; it has the characteristic hallmark of activated immune cells that target self tissues. This auto-immunity is always as a result of complex interaction between genetic and environmental factors [3]. There are several forms of IA including rheumatoid arthritis (RA), psoriatic arthritis (PsA), juvenile idiopathic arthritis (JIA), ankylosing spondylitis (SpA) as well as the inflammatory form of osteoarthritis (OA). Cells involved in autoimmune IA include macrophages, T cells, B cells, fibroblasts, chondrocytes, and dendritic cells. It is known that the expression of key cytokines such as tumor necrosis factor alpha (TNF-α) and interleukin-6 (IL-6) drives the inflammatory and destructive processes. TNF-α is a pro-inflammatory cytokine that is associated with fever and some other symptoms such as pain, tenderness and swelling, in several inflammatory conditions and over recent years has been a major target of treatment for IA [12].

In this review, emphasis is placed on RA, the most common form of IA. With its course clinically unpredictable, RA is associated with synovial inflammation in which the synovium, a thin
layer of tissue that lines the joint cavity, is the primary site of the cell-mediated inflammatory reaction [13]. RA has a very poor prognosis when compared to entheseal-based inflammatory conditions such as spondyloarthropathy where the enthesis - the site where tendons, joint capsules or ligaments insert into bone – are inflamed [14]. RA is often characterised by chronic inflammation of the joint that has been infiltrated by activated mononuclear cells. Inflammation is usually accompanied with swelling, pain and the destruction of articular cartilage, which ultimately lead to functional impairment of the affected joint [5, 15]. RA can hence be classified as an heterogeneous disease due to its different forms of clinical manifestations, serological abnormalities, functional impairment and joint damage [16, 17]. It has been reported that early and aggressive treatment of RA can prevent cartilage damage [3]. Before the introduction of ‘biologic’ therapies, the direct and indirect costs incurred for medical, social care and loss of employment experienced by RA patients and society at large were estimated to be $98 million to $122 million per million population in developed countries [18, 19].

1.2. The aetiology / pathogenesis of rheumatoid arthritis

The synovial membrane is the thin layer that lines the joint. It produces synovial fluid, which nourishes and lubricates the joint. Two cell types characterise the synovial membrane: macrophage–like and fibroblast-like synoviocytes. Although the pathogenesis and the aetiology of RA remain unclear, it is sometimes associated with genetic and environmental factors. Environmental factors associated with RA include cigarette smoking, alcohol, some reproductive factors in women, bacterial products, viral components and some other diverse environmental stimuli [12, 20]; the genetic factors are linked to the class 11 major histocompatibility complex (MHC) region on chromosome 6 and an association with the non-MHC gene (PTPN22-a protein tyrosine phosphatase that regulates T cell activation). Additionally, predisposing genes such as the HLA-DR4 allele are reported to be prevalent [18, 21]. Innate immunity is a primitive pattern-recognition system that leads to rapid inflammatory responses. In RA, innate immunity has been implicated through the engagement of Fc receptors by immune complexes and perhaps Toll-like receptors (TLRs) by bacterial products. Antigen-driven T cell and B cell responses may also participate as a result of either xenoantigen reactivity or, more likely, responses directed at numerous autoantigens. Evidence of autoimmunity, including high serum levels of autoantibodies such as rheumatoid factor (an antibody against the Fc region of other antibodies) and anti-citrullinated peptide antibodies, can be present for many years before the onset of clinical arthritis [20]. In some patients, worse prognosis of RA has been linked to the presence of rheumatoid factor and anti-CCP (antibody against citrullinated epitopes on post-translationally modified proteins). The proliferation of synoviocytes as RA progresses leads to the invasion of the hyperplastic synovial tissue and is responsible for the destruction of the underlying bone and the articular cartilage [21]. Cytokines and chemokines play an essential role in the angiogenesis and pathogenesis of RA [22, 23]. The expression of cytokines such as tumour necrosis factor-α (TNFα), interleukin (IL)-1β, IL-6, IL-15 and IL-17 during new blood vessel formation (angiogenesis) and inflammatory cell infiltration drives the inflammatory and destructive processes of this disease [21, 23]. The clinical presentation of RA differs from other forms of arthropathies with its characteristic symmetric polyarticular joint inflammation and destruction as well as its extra-articular manifestation (rheumatoid nodules/vasculitis) and the
presence of intracellular citrullinated proteins. The synovial membrane is affected in a number of ways which include architectural changes (neovascularisation, lymphocyte infiltration and thickening of the synovial lining layer) [23, 24]. Cardiovascular diseases, excess morbidity and mortality from myocardial infarction and allied disorders, high risk of lung diseases, coronary artery disease, lymphoma, infection as well as reduced life expectancy are associated with rheumatoid arthritis [16].

A model has suggested that in predisposed individuals, a stimulus or an infective agent binds to toll-like receptors on macrophages and peripheral dendritic cells; thereby triggering a rapid response from the innate immune system involving inflammatory mediators, cytokines, complements, neutrophils and natural killer cells. The migration of these cells to the joint leads to joint damage as a result of the actions of growth factors, proteases and activated osteoclasts. This damage is associated with the development of locally invasive pannus tissue [18]. The major joint destruction occurs at the pannus; this is the point at which the synovium meets the cartilage and the bone. The pannus is rich in macrophages and it is the major site at which irreversible tissue damage originates [25, 26]. The main cause of disability in RA is joint destruction that is characterised by progressive bone erosion [18]. As shown in Figure 1 below, infiltration of the joint by macrophages ultimately form the pannus that migrates into the bone leading to bone erosion. The inflamed joint compared to the normal joint is characterised by the influx of a number of inflammatory cells in the joint.

Figure 1. Normal healthy joint (a) and rheumatoid arthritic joint (b). [21]
In the healthy joint (a), a thin synovial membrane lines the non-weight-bearing aspects of the joint. While in the arthritic joint (b), the synovial membrane becomes hyperplastic and infiltrated by chronic inflammatory cells that develops into ‘pannus’, which migrates onto and into the articular cartilage and underlying bone causing bone erosion.

1.3. Current therapeutic targets and therapy in RA

Cytokine networks involving tumor necrosis factor, interleukin-6, and many other factors participate in disease perpetuation and can be targeted by therapeutic agents [20]. Disease-modifying antirheumatic drugs (DMARDs) have been used for decades to manage rheumatic diseases. Methotrexate is the most widely used disease DMARD. Other DMARDS include leflunomide, sulfasalazine, cyclosporine and hydroxy-chloroquine (20). However, in the past decade, biologic therapies such as fusion proteins and monoclonal antibodies have revolutionized the management of autoimmune IA. Biologics have provided more specific therapeutic interventions with less immunosuppression by targeting immune cells and key cytokines [21]. The biologicals neutralize the actions of cytokines and proteins through human or chimeric monoclonal antibodies or by using a recombinant-antagonist form of the cytokine receptor [14, 27]. Example of such biologicals is the TNF-α inhibitors. TNF-α being a key component in the cascade of cytokines induced in RA, is a target compound for treatment. To exert its effects, TNF-α bind to two receptors, the type 1 TNF receptor (p55) and the type 2 TNF receptor (p75), found on immune, inflammatory, and endothelial cells. TNF inhibitors were first licensed for clinical use in 1998; three have been approved for the treatment of RA. TNF inhibitors are introduced to patients with active disease who have not had a response to conventional DMARDs. Examples of the monoclonal antibodies include infliximab (Remicade), a chimeric human-murine IgG1 anti-TNF-α antibody administered intravenously. Infliximab is also cytotoxic for TNF-expressing cells; adalimumab (Humira) or certolizumab pegol (Cimzia). Humira is a recombinant humanized monoclonal anti-TNF-α antibody administered subcutaneously. There are also circulating receptor fusion proteins such as etanercept (Enbrel), a recombinant soluble p75 TNF-receptor fusion protein administered subcutaneously [18]. By inhibiting the action of TNF-α, the ‘biologics’ reduce the signs and symptoms of inflammation and stop the progression of joint damage. Therapeutic response in RA is assessed by clinical disease activity score 28 (DAS28) or ACR (American College of Rheumatology) criteria, structural (sharp or Larsen scores) and or functional evaluation standards (HAQ score). Treatment efficacy is usually estimated by comparing these assessments before and after treatment [27].

1.4. Disease activity and progression in RA

The terms ‘activity’ and ‘severity’ are usually used to characterize RA. Disease activity in this sense refers to the degree of overall inflammation measured by considering factors that include acute phase reactants, tender/swollen joints, pain, general impact, grip, strength and functional disability. Disease severity on the other hand, is more complex as it refers to the outcome or result of RA. Disease severity is measured by assessing radiographic abnormalities, indirect and direct costs, work disability, mortality and social
losses; generally elucidate the extent the disease has affected the patient and its effects. Severity explains the absolute social and physical damage resulting from RA as well as the rate at which the damage occurs [28, 29]. Informative characteristics for clinical outcomes can be broadly divided into prognostic or predictive biomarkers. Prognostic biomarkers show the expected clinical outcomes of patients such as progression or death. However, they do not inform the choice of therapy while predictive biomarkers would identify group of patients whose diseases are likely to be resistance or sensitive to therapy based on the biomarker status [30].

2. Assessment of disease activity and response criteria in RA

In practice today, the European League Against Rheumatism (EULAR) criteria are used to classify the disease activity in IA while the American College of Rheumatology (ACR) improvement criteria is the second method used for clinical evaluation of patients [31]. In RA, inflammatory activities cannot be measured using one single variable. The disease activity score (DAS) was developed to solve this problem [32]. DAS score provides important quantitative analysis in clinical research of RA and the score includes tender joint count, swollen joint count, C-reactive protein (CRP) or erythrocyte sedimentation rate (ESR) level and the general assessment of the patient’s health measured on a visual analog scale. At baseline and follow up, responses to treatment are assessed as low, moderate or high disease activity. DAS is best defined by statistical methods which include multiple regression analysis and discriminant analysis [31, 33]. A low disease activity is indicated by a DAS score <3.2, a moderate disease activity is indicated by DAS score 3.2-5.1 while a DAS score >5.1 indicates a high disease activity [34]. These criteria are being used by the EULAR to define good responders, moderate responders and non responders to treatment as shown in Table 1 below. Advantages of the DAS include the following: its content is more informative than single variables, its values can be interpreted clinically and it has a continuous scale with a Gaussian (normal) distribution [32].

<table>
<thead>
<tr>
<th>Disease Activity Level</th>
<th>Disease Activity Score (DAS 28) at Endpoint</th>
<th>DAS Improvement from Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>&gt;1.2</td>
<td>&gt;0.6≤1.2</td>
</tr>
<tr>
<td>'Low'</td>
<td>≤3.2</td>
<td>Good response</td>
</tr>
<tr>
<td>'Moderate'</td>
<td>&gt;3.2≤5.1</td>
<td>Moderate</td>
</tr>
<tr>
<td>'High'</td>
<td>&gt;5.1</td>
<td>Moderate</td>
</tr>
</tbody>
</table>

Table 1. The EULAR response criteria [32]
The ACR improvement criteria are used in clinical trials for the evaluation of RA patients. It is also referred to as the core data set. It involves swollen joint count, tender joint count, acute phase reactants i.e. ESR/CRP and the general health assessment questionnaire (HAQ score). The questionnaire assesses the pain, disability, and overall health of the patient. The ACR measures improvement in percentage of the changes in the criteria scales used. 20%, 50% and 70% improvement in any 4-6 of the scale used is an indication that the patient meets the criteria [34].

2.1. Clinical and biological markers used in practice for RA

Clinically meaningful biomarkers may be based on proteins, genotypes, histology, metabolic patterns, or imaging techniques and they are ideal for early diagnosis, monitoring and prediction of therapeutic response. In a number of diseases and especially in RA, some patients do not respond to therapy at all and several others show diverse degrees of response. Therefore, biomarkers are urgently needed in the clinical setting (i) to select patients before treatment, (ii) to monitor the patients’ response to the therapy as well as the disease activity, (iii) to classify patients into their different response categories (good responders, moderate responders and nonresponders) and (iv) to determine the OBD (optimal biological dose) for the drug [35-37].

Clinical markers are the physical symptoms or variables such as swollen joint count, tender joint count, pain assessment and radiological findings while biomarkers are molecular indicators of pathological processes as described earlier to assess diagnostic, prognostic and predictive features [38]. Biomarkers of RA can be broadly divided into two groups: Biomarkers of disease activity and biomarkers of joint damage.

Biomarkers of disease activity in RA are also referred to as ‘momentary predictors’ and include factors that change with time revealing the disease activity e.g. ESR and CRP [19]. Biomarkers of disease activity include cells, cytokines and acute phase reactants/proteins. Cells involved in RA synovitis exhibit increased number of macrophages in the synovium. B-cell depletion and the serum level of proinflammatory cytokines (IL-6 being the most abundant cytokine) can give the reflection of active disease. High Composition of synovial tumour necrosis factor (TNF) is also a biomarker of RA. Serum amyloid A, an acute phase protein, blood sedimentation rate as well as the presence of rheumatoid factor (RF) also reflects disease activity; as this can be used to calculate the disease activity score 28 (DAS28 i.e. 28 joint counts) [5, 17]. CRP, an acute phase protein has been successful to some extent to monitor early stage disease and progression after the commencement of therapy. CRP can be alternatively measured by calculating ESR [21]. However, some other factors have been found to influence the levels of both ESR and CRP rendering these as non–specific markers; these factors include anemia, aging and the presence of immunoglobulin such as rheumatoid factor [9]. Studies have shown CRP as a marker of different inflammatory disease activity [39]. As momentary predictors reveal outcomes, they require re-sampling to boost the accuracy [28].

Biomarkers of joint damage in RA are also referred to as ‘cumulative predictors’ and their outcomes are variable and worsen with time. These include radiographic erosion and func-
tional disability [28]. In RA, changes in bone and cartilage lead to joint damage. Spaces in
the joint signify cartilage changes while erosion indicates bone destruction. Hence, either of
these two changes can present a biomarker of RA joint destruction. Cartilage damage causes
a change in the matrix composition of the cartilage thereby affecting the major proteins in
cartilage: type 11 collagen (COL 2), aggrecan, and non-collagen and non-aggrecan proteins.
The main structural protein in bone is the type 1 collagen and the non collagen protein in
bone is the sialoprotein which is released during bone damage [17].

Some RA patients with active disease present with normal levels of some of these mark‐
ers; this might be due in parts to genetics [40]. Due to lack of specificity, such markers
might not be good for all RA patients; hence, a need for better biomarkers. The under‐
standing derived from the disease biology has shifted the treatment strategy to targeted
therapy. However, to develop, verify, validate and apply new and existing treatment
successfully, there is a need to understand the difference and relationship between puta‐
tive biomarker and treatment effect [30].

Notably, to date, there is no effective approach available to clinicians to predict which pa‐
tient will respond to which therapy. For example, predicting which patients are likely to re‐
spond to TNF-α inhibitors would have significant value for the selection of patients whose
condition warrants this high cost and ‘high risk’ treatment [41]. Therefore, there is an urgent
need for new and better biomarkers in IA to improve diagnosis, support emerging targeted
therapies, monitor drug activity and evaluate therapeutic response [1, 3].

In RA, any indicator of inflammation could be a biomarker [5]. These may include genes or
products of gene expression, a cytokine, autoantibody, some acute phase proteins, tissue
degradation product or tissue abnormality observed immunohistochemically in synovial bi‐
opsy. Sources of these biomarkers may include the serum, synovial fluid, urine, cells (lym‐
phocytes such as the peripheral blood mononuclear cells (PBMC)) and tissues taken from
the inflamed synovium [17]. RA biomarkers effectively used in practice are acute phase reac‐
tants (CRP and ESR) as well as autoantibodies Such as rheumatoid factor (RF), anti citrulli‐
nated protein antibodies (ACPAs) and anti-nuclear antibodies (ANA). These autoantibodies
are capable of predicting disease outcomes and are used as laboratory markers to classify
and diagnose RA. Autoantibodies are dependent on the organ or tissue affected as well as
the severity of the disease. [42-44]. Highlighted below are the markers used in clinical prac‐
tice for the diagnosis and prognosis of RA:

- Rheumatoid factor (RF): These are antibodies against the Fc region of other antibodies
  [21]. This IgM isotype of the serologic indicator of RA is useful in determining the auto
  immune status of the disease but it is not very sensitive to the changes in the disease ac‐
tivity level or specific as it could be present in patients with chronic infections, other im‐
mune diseases or in the elderly. The main use of which is a prognostic marker [45, 46]. RF
  predicts disease severity but it is not a good marker for early diagnosis. It is not very sen‐
sitive and does not vary stoichiometrically with treatment [29].

- C-reactive protein (CRP): RA increases the level of an acute phase reactant, CRP. This
  is a typical marker of inflammation and it has an association with cardiovascular risk
CRP is a plasma protein used for drug dosage titration as well as clinical response assessment [47]. Although CRP is a widely used biomarker of RA, it lacks disease selectivity [48]. CRP correlates with disease activity but does not predict the severity of the disease [29].

- Erythrocyte sedimentation rate (ESR): This contributes highly to disease activity but it is not a sensitive parameter and it can be easily affected by external factors such as age, fibrinogen level, gender, hypergamma-globulinemia, anaemia and RF [48]. Like CRP, it does not predict the subsequent severity of the disease [29].

- Anti-citrullinated protein antibody (tested as anti-cyclic citrullinated peptide (Anti-CCP) antibody): Recently, anti-CCP antibody has been effectively used for the diagnosis of RA [43, 47]. ACPAs are circulating autoantibodies against citrullinated epitopes on post translationally modified proteins. Citrulline is a non standard amino acid that originates from the enzymatic modification of deiminated arginine residue [46]. The citrullination/modification of arginine by deimination occurs physiologically during inflammation, apoptosis or keratinization. These proteins can be found either in the sera or in the synovium of RA patients. The presence of citrullinated proteins are associated with a worse prognosis of RA [21]. ACPAs are markers of RA with a specificity of 95-98% and a sensitivity of 70-80% [49]. As a result of their excellent diagnostic value, they are a better alternative to RF and they are widely used for the diagnosis of RA [45, 46]. The presence of this autoantibody in the serum precedes the onset of the disease and also linked to the pathogenesis of the disease. The isotypes of this antibody includes IgA, IgG1, IgG2, IgG3, IgG4 and IgM [45, 49]. Anti-keratin antibodies (AKA) and anti-perinuclear factor (APF) are examples of members of ACPAs. An example of anticitrullinated antibodies that has been detected in the sera of RA patients is the antibody against citrullinated vimentin. Vimentin, a protein that plays vital biologic role in contraction, proliferation and migration has also been found to be highly expressed in RA [24]. The mutated form of this antibody was recently developed and it is known as anti-MCV antibody. The sensitivity of which is comparable to RF but no greater specificity [45, 46]. These antibodies alone or in combination with IL-6 have a high classification power for the establishment of RA [50]. These antibodies have recently predicted erosion. They are usually associated with high titre rheumatic factor; i.e.≥50IU/ml. These antibodies and the presence of acute phase proteins are reliable to predict erosive RA. Anti-nuclear antibody (ANA) is also used for the diagnosis of arthritis and can be used to differentiate different forms of inflammatory arthritis [5].

2.2. Emerging potential biomarkers in RA

To demonstrate efficacy and define appropriate RA patients in clinical trials, the identification of easily measured, rugged, reliable markers of disease and the effects of drugs are critical and emerging [51]. Different research works are ongoing to reveal emerging and interesting biomarkers. During biomarker identification, attention needs to be paid to the selection of the biological matrix in which the particular biomarker level will be monitored keeping in mind the feasibility of sample collection from such matrix, the stability of analyte in such matrix, assay sensitivity requirement based on the anticipated biomarker level in
such matrix as well as the relevance of the matrix to biology. Biomarkers that will be translatable from bench to bedside will have to be accessible with minimal invasive procedure. Plasma and serum are the most easily accessible body fluids. In addition to this however, there should be a link between the matrix and the originating tissue source for biomarkers measured in body fluids [52]. The synovial fluid is a good source of novel biomarkers for many arthritic diseases that involve joint inflammation [53]. However, any measure used as a biomarker has to be evaluated and validated to ensure that the laboratory test is accurate, specific, sensitive and reproducible. The emerging RA biomarkers may be used to subgroup, treat and monitor the treatment [17]. The focus here is on a group of protein biomarkers characterized by a known molecular structure or formula or heterogeneous proteins with or without posttranslational modifications and some cytokines. This does not include image measurement, cell type, count, activity, or behavioural models. Novel techniques are emerging to discover protein biomarkers of inflammatory arthritis [28, 29].

2.2.1. Emerging biomarkers from the serum

Emerging serum markers include circulating autoantibodies against citrullinated proteins. These have high selectivity and specificity for the early diagnosis of RA [54].

• Matrix metalloproteinase 1 (MMP-1) and tissue inhibitor of metalloproteinase 1 (TIMP-1): These are tissue destructive enzymes [21]. Murphy et al, found an association between elevated levels of MMP-1 in blood and synovial tissue of RA patients and formation of new erosion [55].

• Myeloid –related proteins/Pro-inflammatory cytokines: The innate immune system of the bone activates macrophages on recognition of invading microorganisms. This activation occurs by pathogen associated molecular patterns (PAMPs) and by reacting to tissue damage recognised as damage associated molecular patterns (DAMPs). Prominent proteins released by activated macrophages include calgranulins, myeloid related proteins MRP8 (S100A8) and MRP14 (S100A9). These S100 protein families are calcium binding proteins that induce pro-inflammatory responses in leucocytes and endothelial cells [56]. The pro-inflammatory cytokines include interleukins (IL-1β, IL-6, IL-15 and IL-17) and tumour necrosis factor-α (TNF-α) [5, 21]. A correlation exists between IL-6 and acute phase proteins; therefore IL-6 can be used to monitor disease activity in RA. However, due to its diurnal variability (variable concentrations in the morning and in the evening), it is not a reliable marker [48]. Macrophages are stimulated by inflammatory mediators such as interleukin (IL 1), tumour necrosis factor (TNF-α) or interferon (IFN) to secrete and up regulate myeloid- related proteins [56]. Serum amyloid protein A (SAA), is also an emerging biomarker of RA [57].

According to previous work from peripheral blood mononuclear cells, swiprosin 1, the ezrinmoeisin binding protein EBP50, and non-muscle actin have been shown to be differentially expressed in RA. Additionally, GRP78 a glucose regulated protein and the heat shock protein HSP60 have been identified as major auto-antigens in RA, GRP78 has been suggest-
ed as an immunotherapeutic agent for the treatment of arthritis and targeting HSP60 is said to be beneficial for the treatment [5].

2.2.2. Emerging biomarkers from the synovial fluid

Calprotectin, a major leucocyte protein has been found in high concentration in the synovial fluid of RA patients. It is a calcium binding pro inflammatory S100 protein (S100A8/S100A9). It is also known as MRP-8/ MRG14; calgranulin A/calgranulin B or cystic fibrosis antigen [58]. S100A8 (MRP-8/calgranulin A), S100A9 (MRP-14/calgranulin B) and S100A12 (calgranulin C) proteins have been found to be the most up-regulated proteins in the synovial fluid of RA patients. Although present in the serum of RA Patients, these proteins are predominant in their synovial fluid. RA can be diagnosed early by the serum expression of these proteins [24, 59]. In the synovial fluid and the synovial membrane of mononuclear cells, cytokines such as the IL-18, have been found to be highly expressed and it has also been found to contribute to inducing high levels of other monocytes such as the IL-6, TNF-α, IL-1β and the granulocyte-macrophage colony-stimulating factor (GM-CSF) [60]. Pro-inflammatory cytokines such as the IL-1 and TNF-α protein are also readily detectable in the synovial fluid. Other detected cytokines include the macrophage colony stimulating factor (M-CSF), leucocyte inhibitory factor (LIF), IL-6 and interferon α (IFNα) [26]. Studies on citrullinated proteins and autoantibodies in RA synovial fluid are ongoing and emerging; an example is the fibrinogen-derived endogenous citrullinated peptides [61].

2.2.3. Emerging biomarkers from the bone and cartilage

Abnormal and degraded cartilage in affected joint is one of the major clinical manifestations in RA. Collagens are markers of bone turnover/resorption. The synthesis and degradation products of metabolism of cartilage specific collagens and proteoglycans are released into the synovial fluid, serum and urine as by products. These biomarkers can be used to monitor the metabolism of the cartilage. The main collagen of the articular cartilage is the type 11 collagen (C11) and it is a major structural component of the tissue. It is excessively degraded in RA [60]. Cartilage oligomeric matrix protein (COMP) is another marker that has been shown to provide a measure of elevated cartilage degradation [62]. So pyridinoline and deoxypyridinolin (PYD, DPD) are also specific markers of bone resorption; these are cross-linking amino acids that strengthen collagen fibrils in the extracellular matrix. PYD and DPD are found in main fibril-forming collagen 1, 11 &111 of many tissues [63].

2.2.4. Emerging biomarkers from the synovial membrane /tissue

In RA, the synovial membrane of the affected joint is the most affected part and therefore it is the primary site of inflammation. The number of macrophages in tissue biopsies of RA patients has been identified to correlate with the degree of pain. A study into T cell infiltration within the synovial membrane during the disease has shown that there is a correlation between an improvement in the clinical index of the disease activity and a decrease in T cell infiltration. The clinical course of RA and the response to treatments has been found to correlate with the number of sublining macrophages in the tissue. However, the synovial mem-
brane presently does not have a reliable marker for early detection of arthritis but useful for determining the prognosis of the disease [13]. The synovial biopsies from the synovial tissue are useful for diagnosis purposes as well as the evaluation of novel treatments [64]. Small chemoattractant cytokines known as chemokines play a role at the site of inflammation to accumulate inflammatory cells. The synovial tissue and fluid exhibits an increased concentration of some chemokines which include the monocyte chemoattractant protein-4 (MCP-4/CCL13), the monokine induced by interferon-γ (Mig/CXCL9), pulmonary and activation-regulated chemokine (PARC/CCL18), the monocyte chemotactic protein 1 (MCP-1/CCL2), the stromal cell-derived factor-1 (SDF-1/CXCL12) and fractalkine (CXC3CL1). These chemokines and their receptors are important in the pathology of RA [22]. Studies on the synovial tissue are ongoing to discover better protein biomarkers from the synovial tissue. Although not yet validated for use in clinical practice, some proteins from the synovial tissue such as fibrinogen, annexin, fibronectin, vimentin, haptoglobin, S100A8, S100A10 and some others are under study for implications in RA. Proteome analysis of the synovial tissue is promising to give further understanding on the pathogenesis of joint diseases [65].

Although all the biomarkers listed above are good indicators of RA, factors such as the presence of other diseases like osteoporosis, some variations in gene composition and tissue content of some of the biomarkers as well as increased physical activities have been found to change biomarker concentration significantly [12]. Other factors affecting marker level in mediums includes the diurnal and day-to-day activity; the level of some markers has been shown to be higher in the morning compared to the evenings. It has been found that markers are more abundant in serum samples taken early in the morning before breakfast than the samples taken after eating. Variation has also been found to occur due to eating and calcium intake assay precision has also been affected by handling, collecting and storing samples/specimens inappropriately [63]. Better and novel biomarkers are being discovered using proteomic techniques and these are described in section 3. There are a number of ways that biomarker measurements can aid in the development and evaluation of novel treatments. Biomarkers provide information for dosing and minimize differences in inter individual response to treatment as the assessment of benefit and risk is the goal of developing all therapeutic interventions [39]. It has been suggested that proteins, being ‘surrogates’ for the dynamic biology in organisms, are the macromolecules of choice for biofluid biomarkers [51]. Hence, a range of proteomics techniques have been applied to the discovery of novel candidate protein biomarkers [66].

3. Proteins and proteomics techniques in biomarker discovery

Proteomics is the study of protein expression, structure and function directed towards the characterization of the entire protein complement of a cell, tissue or organism [67]. Proteome analysis supports the determination of protein expression levels and hence monitors cellular processes [11]. Protein expression analysis in biological samples is of utmost importance to identify and monitor biomarkers for the progression of RA and its therapeutic endpoint as well as providing insight into mechanisms of the disease [68]. Differentially expressed pro-
teins and potential biomarkers of RA can be discovered using various proteomic techniques and has been applied to investigation the dynamic proteome of autoimmune diseases [66, 67, 69]. Once potential protein biomarkers have been identified, their development into diagnostic (or other) tests of clinical usefulness require significant effort and few if any biomarkers of clinical utility have emerged from proteomics. Reasons include significant limitations in the proteomics technologies used for biomarker discovery and challenges faced in their subsequent validation [70, 71].

One of the major issues to have emerged is the realisation that single protein biomarkers are unlikely to yield sufficient sensitivity and specificity. However, whilst there is much talk of multiplexed panels of markers, the application of appropriate statistical tests to the development of such a panel remains relatively poorly understood and applied. Furthermore, whilst much discovery of biomarkers has been undertaken on tissues and cells, an effective diagnostic assay may require measurement in a readily accessible patient sample such as serum or synovial fluid. Another major bottleneck has rested in the lack of opportunities or capabilities to continue the process of biomarker development to progressing them to clinical utility – a domain of translational research. The biomarker development is the step between biomarker discovery and confirmation [51]. Different strategies have been used in proteomics to identify various biomarkers of diseases. These proteomic strategies involve separation, analysis and detection of complex protein mixtures.

Historically gel-based proteomic techniques were the tool of choice to resolve complex protein mixtures followed by mass spectrometry (MS) to detect differences in protein expression patterns between normal and diseased samples. While gel-based proteomic techniques have lost favor within proteomic research groups due to its limitations, MS has remained at the forefront of proteomic biomarker discovery experiments coupled to more gel-free techniques.

3.1. Gel based proteomics

Pre-separation of target proteins is highly essential in proteomics and many proteomic techniques accomplishes this with the aid of one- or two-dimensional electrophoresis [72].

One-dimensional sodium dodecyl polyacrlamide gel electrophoresis (1D-SDS PAGE) is a gel-based method that involves separating proteins on a 1D- SDS Polyacrylamide gel whereby the proteins are separated solely based on molecular weight. The bands of the gel are excised and subjected to proteolytic digestion ready for analysis by MS. Identified proteins are used to provide a nonredundant list and the data from samples run in different gel lanes are compared. This is a good and powerful method for small or medium sized biomarker discovery studies [72].

Two-dimensional gel electrophoresis (2-DE) is used to separate complex protein mixtures based on their isoelectric points (pI) and molecular weights. 2-DE is one of the most powerful techniques for separating entire proteomes and was developed in 1975 by O’Farrell [73] and since has been developed further [74]. In the first dimension called isoelectric focusing (IEF), proteins are separated based on their (pI). Proteins are amphoteric
substances and therefore can either be negatively or positively charged depending on the pH of their environment. During IEF proteins are separated along thin strips of polyacrylamide gel containing an immobilized pH gradient (IPG). As an electric current is applied to the IPG strip during IEF, proteins move through the strip until they reach their pI i.e. where they no longer have a net charge. In the second dimension the IPG strip is placed horizontally along the top of a large polyacrylamide gel and proteins are separated based on molecular weight whereby smaller proteins will move faster through the gel than larger ones [51, 67]. Proteins separated by 2-DE can then be visualized by a number of staining techniques. The individual gel ‘spots’ may be excised from the gel, digested with proteases and the resulting peptides analysed by MS [51]. However, accuracy and reproducibility are concerns in this type of experiments [75].

Two-dimensional in gel electrophoresis (2D-DIGE) is an improvement in the use of gel-based methods for protein quantitation and detection. It has the ability to co-detect several samples on the same 2DE gel, hence eliminating gel-to-gel variation [75]. In 2D-DIGE experiments, ester cyanine dyes are used to label proteins prior to 2-DE. The advantage of using these dyes is that they are size and charge matched and so ensure negligible shift during first and second dimensions. Each cyanine dye has different excitation emission spectra allowing different samples to be run within the same gel and allows the inclusion of an internal standard on each gel. 2-DIGE alleviates the pattern reproducibility problem but not the other problems associated with 2-DE [75].

In general, biomarker discovery experiments using gel-based methods have been difficult due to the inherent limitations of the methodologies. Firstly, the hydrophobic, insoluble nature of membrane and membrane associated proteins make them incompatible with the aqueous nature of the second dimension in 2-DE and so are significantly underrepresented in gel-based studies [51]. Invariably, due to the low dynamic range of the gel-method, the most abundant soluble proteins are best represented and detected in 2-DE studies. Even with advances in IEF and staining technologies 2-DE gels are notoriously difficult to reproduce [75].

Today, proteomic studies have moved away from gel-based techniques and now use gel-free proteomic techniques.

3.2. Mass spectrometry-based proteomics (gel free proteomics)

MS–based proteomics has been used for the global analysis of protein composition, modifications and dynamics and this involves three core experimental steps; (i) protein extraction which can be followed by sample fractionation (ii) enzymatic digestion and (iii) quantitative and qualitative analysis using MS [76]. For the analysis of complex protein mixtures, two MS based approaches are used; functional proteomics and expression proteomics. Functional proteomics also known as the top-down approach involves maintaining the native structure of the protein and gaining functional information on the protein. However, a major disadvantage of intact protein analysis is that it does not directly provide a sequence-based identification as there are a number of proteins with close given masses. Expression proteomics also known as the bottom-up approach involves the dena-
turation of proteins, and using subsequent MS analysis of resulting peptides to determine quantitative changes in the abundance of proteins under different conditions [77].

By definition, a MS consists of an ion source, a mass analyser that measures the mass-to-charge ratio (m/z) of the ionized analytes and a detector that registers the number of ions at each m/z value [77]. The primary methods of ionization in MS are electrospray ionisation (ESI), matrix-assisted laser desorption/ionisation (MALDI) or the surface-enhanced laser desorption ionisation (SELDI). Mass analysers could be the SELDI time-of-flight (often used for intact/whole protein analysis), MALDI time-of-flight, multiple stage quadrupole-time-of-flight or the quadrupole ion trap (often used for sequence-based identification) [58]. MS has solved the problem of identifying proteins resolved by 2D gel and other methods and has also been used to successfully analyse complex protein mixtures [58]. Data from Gel LC/MS often correlates with the data generated during protein assay development with the multiple reaction monitoring method (MRM) [51]. The main decision when carrying out gel-free based methods is whether to label proteins or not.

Protein labeling methods include; (i) SILAC-stable isotope labeling with amino acids in cell culture for metabolically labeled protein studies. In this technique, non-radioactive heavy isotopic forms of the amino acids are metabolically incorporated into the cellular proteins while cells are growing allowing the identification of cell surface proteins by MS [2], ii) ICAT-isotope coded affinity tag is used to label proteins after extraction from biological samples, (iii) iTRAQ-isotope tags for relative and absolute quantitation and (iv) TMT- tandem mass tag for studies involving peptides derived from proteolytically digested biosamples. Different peptides resulting from different samples are labeled with different tags or no tags. This allows different peptides from different samples to be mixed together for mass spectrometry assay. This proteomic technique is good for studies involving small number of samples up to eight that can be easily mixed together for analysis [51].

Label-free detection methods for biomarker discovery are simpler and faster [2]. Examples include label-free mass spectrometry (MS) and multi-dimensional liquid chromatography-Mass spectrometry (LC-MS). LC-MS is an analytical proteomic technique that measures the mass-to-charge (m/z) of peptide ions based on their motion in an electric or magnetic field. This technique is used to identify, characterize and quantify proteins based on the mono-isotopic mass of a peptide rather than the average mass of a peptide [67]. Quantitation is achieved by aligning the LC-MS data and carrying out statistical analysis across the samples. Differentially expressed peptides/protein are further analysed by MS for identification [51]. This method is good for large biosamples. Protein identification is dependent on the quality and quantity of fractionation. For more than two decades, reverse phase chromatography has been successfully used for peptide separations and it plays a key role in protein characterisation and identification. Routinely, peptide separation coupled on-line to tandem mass spectrometry equipped with electrospray ionisation has been used for peptide sequence analysis; this has been application and sample dependent [67]. Label free proteomics is a good method as it focuses on dif-
ferential expression of proteins across groups. However, it has long time lines [51]. Examples of mass spectrometry techniques used to achieve this include the nanoflow liquid chromatography-tandem mass spectrometry (nanoLC-MS/MS) and matrix-assisted laser desorption/ionization time-of-flight mass spectrometry (MALDI-TOF MS) along with other techniques that involve immunocapture platforms of reverse phase protein assays [30].

3.3. Overview of RA biomarker discovery study using mass spectrometry

The main objective of a protein biomarker discovery study is to identify proteins whose levels are significantly altered in response to some state or conditions such as treatment, disease state, mutation, etc.[51]. This technique has also been found to give insight to different signaling pathways, has improved the discovery of new therapeutic targets, and has been used to indicate response to and the duration of treatment. The three major steps in the study of protein biomarkers are discovery, assay development and validation (testing) [51]. A biomarker discovery experiment produces a list of candidate biomarker; the presence and level of which must be eventually verified in the samples [78].

In RA, biomarker discovery requires identification and quantitation of proteins in the sera, synovial fluid/tissue of RA patients. These proteins exhibit diverse physico-chemical properties [79]. The biomarker discovery in RA using MS is promising to reveal biomarkers capable of predicting and/monitor disease activity, joint damage and therapeutic response in order to minimize expense and toxicity [17]. To accomplish this, early and better prognostic markers are required[13]. The steps involved in protein biomarker discovery experiment using proteomic techniques are as highlighted below.

• Sample collection and storage -This is the most crucial step in proteomics study. Quality samples are difficult to obtain and there are no means to test the quality of proteins in different samples. Suggestions include limiting the time of exposure of samples to room temperature, keeping samples frozen at -80°C as changes in protein are known to occur very quickly. Collection of serum or plasma from patients should also be carried out following standard operating procedures (SOP) for plasma collection [51].

• Sample preparation -This is the second crucial step in sample analysis. Sample preparation involves the disruption of cellular matrix as homogeneity of samples is essential; solubilization of proteins for example in detergents; fractionation of the complex protein mixture due to the diverse abundance of proteins in the mixture, depleting the most abundant proteins-albumin, IgG; protein digestion into peptides for MS analysis using trypsin; removal of nonprotein/nonpeptide molecules for some sample types such as the synovial fluid and urine. Methods of removing the interfering molecules include electrophoresis through polyacrylamide gel or solid phase extraction (SPE) [51].

• Sample assay -MS has been successfully used to analyse the differential patterns of protein and peptide expression in patient biospecimen. This is a high throughput approach used to assay for millions of peptides [30, 69]. Protein quantitation can be achieved by relative or absolute quantitation either by measuring the chromatogram peak area or spectral counting [51]. Potential biomarkers can be identified from differentially expressed
proteins among different groups of samples from a proteomic discovery experiment with the aid of statistical analysis. The acquisition of knowledge on the function of the discovered potential biomarkers is the main goal of all proteomic research. This is achieved with the aid of external databases and the literature to know the involvement of each protein biomarker in different pathways and processes depending on the location of the protein in the cell [67].

• Statistical analysis - Different software tools are available for differential analysis of proteomic data. Usually the differential analysis between diseased/healthy materials, mutants/wild type species, treated/control samples is the best approach to study changes in protein expression levels. However, studies have shown that it is rare that proteins are either absent or present but they are in most cases up or down regulated in different samples. Hence, there is a need for a precise and confident analysis of the quantitative changes [67]. The type and amount of statistical analysis depend on the number of biological and technical replicates. Technical averages and variances are used to calculate the biological averages and variances. Analytical and technical variability and CV (coefficient of variation) should ideally be less than 10% while biological variation may be high [51]. Across groups, fold change calculations are done to identify differentially expressed proteins. Although, arbitrary cut-offs are used looking at the data and this is usually 1.5- or 2-folds change. For three or more biological replicates, p-value (t-test) and/or false discovery rates (FDR) are calculated for the data analyses with cut-offs typically p<0.05 and FDR<20% considered significant respectively. Multivariate analysis such as hierarchical clustering, principal component analysis and other statistical programs are used for data analysis [51].

3.4. Verification and validation of protein biomarkers in RA

After the discovery phase of biomarkers using proteomic techniques, there is a need to confirm the biomarkers [51]. Verification is the paradigm shift from unbiased discovery experiments to targeted, hypothesis-driven methods [78]. It is necessary to reliably identify and reproducibly quantify a potential protein biomarker of interest over multiple samples before establishing its value as a protein biomarker [68]. There is a need to prove the functions of the potential biomarkers discovered by a second entirely independent analysis method. Western blotting and multiple reaction monitoring (MRM) methods are often used for this task [67]. LC-MS/MS using MRM is gaining acceptance as the primary analytical tool for quantitation of small molecule biomarkers in biological fluids. This is the quantitation of proteins using proteolytic digestion followed by MRM quantitation of unique peptides to the protein of interest [52]. Peptides with analytical or technical variance >20% are not suitable for a multiple reaction monitoring (MRM) assay [51]. A complete set of analytical samples with quality controls and standards are used for validation [52].

Analytical or technical validation is known as verification and this process confirms the assay performance characteristics as well as the required optimal conditions that will give reproducible and accurate data. The behaviour of a marker within and between populations gives the clinical and biological validation [30].
The procedures taking place after the development and optimization of bioanalytical procedures is known as validation. The word validation is broad and has been described as the process of linking a biomarker to clinical or behavioral endpoints [30]. These are aimed to show that the method is “fit for purpose”; and that the procedure is reproducible and reliable for its intended use. The fundamental parameters involved include accuracy, selectivity, sensitivity, stability, reproducibility, precision as well as effectiveness of results. [52, 55]. This process of reproducibly quantifying multiple proteins in complex backgrounds over large cohort of patients’ specimen is highly important in biomarker research [80]. Without verification and validation of biomarkers, they cannot be used as drug response marker(s) in clinical practice [30].

There are two common types of assays developed to verify and validate the proteins of interest. These are the antibody-based assays and the MS-based assays. Both approaches can be complementary [51]. To develop the protein biomarkers discovered are some proteomic methods discussed below:

1. Antibody based assays - autoantigen microarrays for the characterisation of antibody responses, reverse phase protein array studies to analyze phosphoproteins, antibody array technologies to profile cytokines and other biomolecules (e.g western immunoblot assay, enzyme-linked immunosorbent assay –ELISA, platform specific assays such as luminex); flow cytometric analysis of phosphoproteins. However, each has their limitations. Antibody-based assays are highly sensitive, has medium to high specificity, low multiplexing capability (1-10 proteins), assay development is time consuming and expensive, and it has a low success rate as it is difficult to find a pair of antibodies with high specificity [51, 79, 80].

2. Mass spectrometry based assays- Peptide multiple reaction monitoring (MRM) assays have emerged as an alternative to affinity-based measurement of proteins [80]. This is a targeted proteomic method where the mass spectrometer is directed to monitor specific peptides for the proteins (biomarkers) of interest. This method involves a protein list and sample type for the assay, selection of unique peptides to the proteins of interest, selection of fragment ions of the peptide detectable by the mass spectrometer, tuning the mass spectrometer to look for the peptides and fragment ions in the samples (first for individual peptides and then multiplexed for multiple peptide/fragments ions for each protein), testing and selection of best peptides for the assay, as well as checking for technical, analytical and biological variability using different samples [51]. Quantitation is achieved in MRM assays from the peak areas of the fragment ions for each peptide. Results are refined to get the final list of peptides and product ions. The refined final list can then be used to test samples for absolute or relative quantitation comparing values across samples. For relative quantitation, a sample is chosen as the reference to which other samples are compared while absolute quantitation of protein concentration involves labeled and unlabeled standards for each peptides; calibration curves constructed from labeled peptide standards are used for peptide quantitation [51]. MRM has a high accuracy, high throughput, supports lower detection limits for peptides and supports the measurement of multiple
proteotypic peptides and efforts are ongoing to improve the development of MRM assay softwares, precision, accuracy and robustness [80]. MS based assays have a medium sensitivity, high specificity, high multiplexing capability (ability to quantify multiple proteins in parallel), takes a shorter period of time to develop assays compared to the antibody-based assays, has a high success rate and it is not as expensive as the antibody-based assay (cost-efficiency). It is highly reproducible across different instrument platforms and laboratories and has the potential to bridge the gap between generating candidate list and their clinical use [51, 80].

It has been predicted that the use of MRM protein assay will increase the number of validated medically important protein biomarkers. MRM can provide both relative and absolute quantitation of peptides like the antibody-based assay. MRM assays has three major advantages over the antibody based assay i) High specificity for the protein of interest or its isoform; ii) short time lines for assay development and iii) high multiplexing of the assay to include 25 proteins or more in a single assay [51].

The detection level of proteins using the MRM method depends greatly on the detection of the protein in a previous biomarker discovery experiment using the GeLC/MS or label free LC/MS/MS. Other proteins selected as potential biomarkers based on literature review or other experiments such as transcriptomics may likely exist in low abundance in the samples of interest. If need be, these protein can be boosted using different enrichment strategies[51].

Important to the development of a successful MRM protein assay is the detection of fragment ions that are well separated and sufficient data points obtained for each peak. In a typical MRM assay, the separation of peptides are based on the retention time in the liquid chromatography (LC) as well as their mass/charge (m/z) while the peak areas for the fragment ions for each peptide is used for the quantitative analysis [51].

Novel biomarkers discovered, verified and validated with proteomics are critical in the development of targeted compounds thereby directing rational treatment to patients. In many autoimmune diseases, studies are underway to define the inflammatory proteome, disease proteome, vascular proteome and other subsets of the pathologic environment. Potential biomarkers when verified and biologically validated are promising to lead to the selection of individuals most likely to benefit from treatment. MRM protein assay developed may be used routinely for testing biological samples [30, 51].

Using different proteomic techniques, a number of potential RA protein biomarkers are under study. These includes serum amyloid A [57]; S100 family of calcium binding proteins found to regulate joint inflammation and cartilage in arthritis [56] and many more as listed in Table 2. None of the available proteomic methods has emerged as the best for all proteins biomarker discovery studies. Each method has their pros and cons. The success of proteomic studies depend on sample quality, the technical variability of the method as well as the depth of protein analysis. The best platform for proteomic studies depends on factors such as the number of available samples, the timeline for completion of study and the funds available for the study [51].
<table>
<thead>
<tr>
<th>Sample type</th>
<th>IA associated proteins</th>
<th>Sample preparation</th>
<th>Mass Spectrometry platform</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plasma</td>
<td>Actin, CRP, Calgranulin A, B and C (S100 family of calcium binding proteins – A4, A8, A9, A11, A12 and P)</td>
<td>Immunodepletion, GC and LC separation</td>
<td>2-dimensional LC/LC and MS/MS; ESI Triple Q/MRM</td>
<td>[29] [65]</td>
</tr>
<tr>
<td>Serum</td>
<td>Serotransferrin, Serum amyloid A, GAPDH, Alpha-1-antitrypsin, Citrullinated fibrinogen, Apolipoprotein A11, Vitamin D binding protein, C-reactive protein, S100A8, S100A9, S100A12 and α-defensins</td>
<td>Acetone precipitation, 2DE, CIC/DIGE</td>
<td>LC MALDI TOF/TOF, LC/ESI-MS/MS MALDI TOF-TOF, LC ESI Triple Q/ MR-M, SELDI-TOF-MS</td>
<td>[81] [82] [83] [53] [84] [85] [57]</td>
</tr>
<tr>
<td>Synovial fluid</td>
<td>C-reactive protein, S100A8, S100A9, S100A12, S100A4, S100P, S100A11, Apolipoprotein A1, Cathepsin B, Peptidyl prolyl isomerase, Triose phosphate isomerase, 14-3-3-protein alpha_beta, Osteopontin, Transgelin 2, Kininogen, Vitamin-K-dependent protein C, α-defensins, Citrullinated fibrinogen, Calgranulin A, C (MRP 14 and MRP12)</td>
<td>Immunoprecipitation, Immunodepletion + size exclusion chromatography</td>
<td>LC ESI Q/TOF, HPLC/LCQ ion trap, LC MALDI TOF/TOF, SELDI-TOF-MS, LTQ-FT-ICR</td>
<td>[29] [85] [61] [65] [29]</td>
</tr>
</tbody>
</table>
Table 2. A review on inflammatory arthritis associated proteins and mass spectrometry techniques used for identification. IEF=Ion exchange chromatography; 2D-DIGE=Two dimensional-differential in gel electrophoresis; ESI-MS=Electrospray ionisation mass spectrometry; 2-DE=Two dimensional gel electrophoresis; MALDI-TOF-MS=Matrix-assisted laser desorption ionisation time-of-flight mass spectrometry; SELDI-TOF-MS=Surface-enhanced laser desorption ionisation time-of-flight mass spectrometry; IP=Immunoprecipitation; ID=Immunodepletion; SEC=Size exclusion chromatography; LC=Liquid chromatography; HPLC=High performance liquid chromatography; MRM=Multiple reaction monitoring; LTQ-FT-ICR=Ion trap-Fourier Transform mass spectrometer.

### 3.5. Clinical utility of protein biomarkers in RA

The ultimate aim of RA treatment is to achieve and sustain remission but current targets include the suppression of disease activity, the improvement of functional ability and the slowing of joint damage [90]. Accurate measurement of disease activity can be used in therapy management as it should guide in ensuring that effective therapies are continued and ineffective ones discontinued [31]. Treatment response in RA is a measure of the suppression of inflammation solely with acute phase response indicators - CRP and ESR or in combination with clinical information. Prognostic factors that may affect response or no response to treatment include the presence of rheumatoid factor, rheuma-
toid nodules, HLA-DR4/sharp epitope and anti-cyclic citrullinated peptide antibodies although these cannot be used to predict response to therapy. Hence, there is a need for new biomarkers to predict response to therapy and to help in preventing long-term radiographic progression in patients [91]. Validation of new multiplex assay and technologies are essential before clinical applications [52].

A number of factors are responsible for the inability of lots of potential protein biomarkers reaching clinical utility. These factors have made the translation of biomarkers from bench to bedside difficult [51]. Decision making is one of the main factors for the utility of biomarkers hence, there is a need for all stakeholders in the decision to be involved in the biomarker development. Therefore, in addition to biologists, pharmacologists, medical practitioners in the appropriate fields, analytical experts are needed for the identification and quantification of potential biomarkers. They should all be involved in the analyses and optimal use of the data [92, 93]. With different biomarkers at different stages of validation, clinicians and researchers are finding it difficult to make a sense of it all [80].

### 3.6. Challenges /future of biomarkers and proteomics for inflammatory arthritis

Proteins are difficult molecules to monitor with the first technical issue being the insufficient depth of the current methods in regards to the broad range (12 orders of magnitude) of protein concentrations in biofluids. There are different orders of magnitudes for the dynamic range of most methods [51]. Another major limitation in translational research particularly in the validation step of protein biomarker include lack of reproducible, accurate and sensitive assays for most potential biomarker proteins described in the literature. However, MRM has been reported to allow reproducible protein quantification [80]. Technical variability is a key factor that affects the design of experiments in proteomics. The higher the technical variability, the higher the number of technical replicates that needs to be done and this is evaluated by comparing data from the replicates of the same sample. Comparing the data from the replicate samples, the correlation coefficient ($R^2$) calculated gives an indication on the technical variability. $R^2 > 0.9$ is an indicator of low technical variability, $R^2$ between 0.8 and 0.9 is acceptable and $R^2 < 0.8$ is an indicator of high technical variability and a biological signal might be difficult with the high technical variability [51]. Multiplexing assays whereby multiple analytes are measured from the same sample is often used to fully understand the correlation between the biomarkers and the underlying biological pathways or to investigate the multiple potential biomarkers before deciding on the decision-making biomarker. Variability that may occur due to limited availability of samples or different separation methods can be minimized by multiplexing assays on an LC-MS/MS platform. Flow cytometry based technologies and planar–array technologies also have multiplexing options. There is a need to validate these new multiplex assay platforms before recommending them for clinical use [52]. In addition, most proteomic techniques are highly sophisticated to operate and have high demand for hands-on skills. Good operator knowledge and skill as well as the performance of the instrument are equally important. Therefore educative programs and tutorial are indispensable in proteomic societies [67].
The effect of combined therapy on response as well as the knowledge of predictive biomarkers of response is a potential emerging area in inflammatory arthritis, as this will promote personalised medicine. Future studies should aim at the knowledge and better understanding of the changes occurring in the synovial tissue prior to and upon administration of anti-TNF-α. In addition, further studies on the identification of biomarkers that are down regulated by TNF-α inhibitors can be another useful therapeutic target.

4. Conclusions

The pace of discovery and development of protein biomarkers of IA is accelerating with the use of a range of proteomic techniques. Together, these have the opportunity to make a significant impact on the treatment of IA. However, the challenges associated with realising this potential as well as the progression of new biomarkers to clinical utility are significant.

Targeted therapy through the emerging proteomic technologies will help select patients who may be more likely to benefit from personalised medicine and this may bring about the clinical adoption of molecular proteomic stratification. Comprehensive proteomic profiling and trial-focused endpoint profiling will be critical for development of biomarkers and potential drug targets. Proteomics will also aid the understanding of the potential protein biomarker signaling pathways to define the preferred targets of molecular therapy. The discovery and validation of new biomarker signatures will broaden our understanding of the disease and may lead to development of new potential drugs for personalised medicine in IA.
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